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BIO 313 COURSE GUIDE

Introduction

Animal Ecology (313) is a first semester coursés H two credit unit elective course which
all students offering Bachelor of Science (BScBBiology can take.

Animal ecology is an important area of study foikeststs. It is the study of animals and
how they related to each other as well as theiirenment. It can also be defined as the
scientific study of interactions that determine th&ribution and abundance of organisms.
Since this is a course in animal ecology, we valtis on animals, which we will define

fairly generally as organisms that can move aradumthg some stages of their life and that
must feed on other organisms or their productsré& hee various forms of animal ecology.
This includes:

» Behavioral ecology, the study of the behaviothef animals with relation to their
environment and others

» Population ecology, the study of the effectstwngopulation of these animals

» Marine ecology is the scientific study of mariife habitat, populations, and interactions
among organisms and the surrounding environmehidirgy their abiotic (non-living
physical and chemical factors that affect the gbdf organisms to survive and reproduce)
and biotic factors (living things or the materidiat directly or indirectly affect an organism
in its environment).

* Evolutionary ecology is the study of how animad®lve over time to meet the demands
on them

This course deals with the historical concept obl@gy, ecology of local and aquatic
animals. The other contents are growth rate, agetate of animal population, Natality and
Mortality, Survivorship Curves, Life Tables and l&dtor Analysis, Competition, The
Natural Regulation of Animal Numbers, Populationclég, Dynamics of Predator-Prey
Systems, Ecology of African Mammals and Behavioutablogy.

What you will learn in this course

In this course, you have the course units and eseoguide. The course guide will tell you
briefly what the course is all about. It is a geh@verview of the course materials you will
be using and how to use those materials. It alfmsh@u to allocate the appropriate time to
each unit so that you can successfully completediese within the stipulated time limit.

The course guide also helps you to know how tolgmiaiyour Tutor-Marked-Assignment

which will form part of your overall assessmenttet end of the course. Also, there will be
tutorial classes that are related to this coursesrer you can interact with your facilitators
and other students. Please | encourage you taddttese tutorial classes.

This course exposes you to Animal Ecology, a ssbigiine and very interesting field of
Biology.



Course Aims

This course aims to enable you to know/understhedreélationship between animals in
their ecosystem and environment.

Course Objectives

To achieve the aim set above, there are objectizash unit has a set of objectives
presented at the beginning of the unit. These tlgscwill give you what to concentrate
and focus on while studying the unit and duringrystudy to check your progress.

The Comprehensive Objectives of the Course arengivelow. At the end of the
course/after going through this course, you shbeldble to:

1.0 Explain the historical background of animal ecglog

2.0Mention the names of the scientists involved #&il contribution to the development
of animal ecology

3.0 Explain the basic fundamental of ecology and @ ponents

4.0 Explain the various relationships influencing go®logical community
5.0 State and explain the different type of ecosystemponents

6.0 Describe the levels of energy flow in ecosystem.

7.0 Explain the ecology of different fish species

8.0 Explain the ecology of Sea-turtle species

9.0 Define demography

10.0 Explain the term direct and indirect demographic

11.0 List and explain eight methods used in demographics

12.0 List and discuss three ways by which populationlmachanged

Working through the Course

To successfully complete this course, you are requio read each study unit, read the
textbooks and other materials provided by the Nati®@pen University.

Reading the reference materials can also be of gessstance.

Each unit has self —assessment exercise which @advised to do. At certain periods
during the course you will be required to submiuryassignments for the purpose of
assessment.

There will be a final examination at the end of ttwurse. The course should take you
aboutl7 weeks to complete.

This course guide provides you with all the compaseof the course, how to go about
studying and how you should allocate your time @asheunit so as to finish on time and
successfully.



The Course Materials
The main components of the course are:

1 The Study Guide

2 Study Units

3 Reference/ Further Readings
4 Assignments

5 Presentation Schedule
Study Units

The study units in this course are given below:

BIO 313 ANIMAL ECOLOGY (2 UNITS)

Module 1: Introduction to Animal Ecology

Unit 1: Historical Background of Animal Ecology

Unit 2: Fundamentals of Ecology

Unit 3: Ecology of Terrestrial animals and aquatitmals
Module 2: Ecological Population

Unit 1: Growth rate and Age structure of animal glagon
Unit 2: Factors affecting Population

Unit 3: Measurement of Population dynamics

Unit 4: Life tables and K-factor analysis
MODULE 3: COMPETITION IN ORGANISMS
Unit 1 Competition (Biology)

Unit 2 Resources Contributing To Competition am@rganisms.



MODULE 4: POPULATION IN ANIMAL ECOLOGY
Unit 1 Population

Unit 2 Population Cycle

Unit3 Animal Population Control

Unit 4 Population Cycles In A Predator-Prey System

Unit 5 Demography

MODULE 5: BEHAVIORAL ECOLOGY OF AFRICAN MAMMALS
Unit 1 Behavioral Ecology

Unit 2 Bat - Case Study Of An African Mammal

In Module One, unit one deals with thestory and current understanding of Animal
Ecology and how organisms and its environment eedeid influence one another in their
various ecosystems. You are taught about the fuadtals of ecology; the ecology of
animals integrate the organisms (animal) and #g@ironment dependently

Module Two is concerned with the growth and regakabf population size, as well as the
factors influencing them. Populations are not gtadhd always exhibit up and down
variations in response to changes in environmentaitrinsic factors. The measurement of
population dynamics is very important in ecologistldy of animals. Life table and Key-
factor analysis has been applied to a variety ohahspecies.

Module Three, unit one and two deals with compm@titand resources that gave a forum for
competition.

In Module Four, the first four units deal with pegdrs, prey, plants, and parasites and how
all influence changes in population sizes over ti@gnple systems may undergo large,
cyclical changes, but communities with more comgdteod webs are likely to experience
more subtle shifts in response to changes in garksd, predation pressure, and herbivore.
In unit five, demography is explained.

Module Five, unit one is focused on Behavioral eggl and a case study of African
mammal e.g Bat in unit two.

Each unit will take a week or two lectures, wiltlade an introduction, objectives, reading
materials, self assessment question(s), conclusammary, tutor-marked assignments
(TMAs), references and other reading resources.
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There are activities related to the lecture in each which will help your progress and
comprehension of the unit. You are required to wantkhese exercises which together with
the TMAs will enable you to achieve the objectifeeach unit.

Presentation Schedule

There is a time-table prepared for the early amely completion and submissions of your
TMAs as well as attending the tutorial classes. Yaye required to submit all your
assignments by the stipulated date and time. Afatlichg behind the schedule time.

Assessment
There are three aspects to the assessment obtisec

The first one is the self-assessment exercisessébend is the tutor-marked assignments
and the third is the written examination or thereiation to be taken at the end of the
course.

Do the exercises or activities in the unit applyithg information and knowledge you
acquired during the course. The tutor-marked asségiis must be submitted to your
facilitator for formal assessment in accordancéd whie deadlines stated in the presentation
schedule and the assignment file.

The work submitted to your tutor for assessmentaatount for 30% of your total work.

At the end of this course you have to sit for alfior end of course examination of about a
three hour duration which will account for 70% oluy total course mark.

Tutor Marked Assignment

This is the continuous assessment component otthisse and it accounts for 30% of the
total score. You will be given four (4) TMAs by yofacilitator to answer. Three of which
must be answered before you are allowed to sthi®end of the course examination.

These answered assignments must be returned tdaglitator.

You are expected to complete the assignments log tise information and material in your
reading references and study units.

Reading and researching into the references wié gou a wider view point and give you a
deeper understanding of the subject.

1 Make sure that each assignment reaches your &oilibn or before the deadline
given in the presentation schedule and assignnientfffor any reason you are not
able to complete your assignment, make sure yotacbgour facilitator before the
assignment is due to discuss the possibility oksension. Request for extension
will not be granted after the due date unless tisea@m exceptional circumstance.



2 Make sure you revise the whole course content beditting for examination. The
self-assessment activities and TMAs will be usédulthis purposes and if you have
any comments please do before the examination.€ehideof course examination
covers information from all parts of the course.

Course Marking Scheme

Assignment Marks

Assignment 1-4 Four assignments, best three mdrkiseg
four count at 10% each - 30% of course
marks.

End of course examination 70% of overall coursekar

Total 100% of course materials

Facilitators/ Tutors and Tutorials

Sixteen (16) hours are provided for tutorials fustcourse. You will be notified of the
dates, times and location for these tutorial clesse

As soon as you are allocated a tutorial group,tme and phone number of your
facilitator will be given to you.

These are the duties of your facilitator:

* He or she will mark and comment on your assignment
» He will monitor your progress and provide any neeeg assistance you need.
* He or she will mark your TMAs and return to yousa®n as possible.

(You are expected to mail your tutored assignmenydur facilitators at least two days
before the schedule date).

Do not delay to contact your facilitator by telepkmr e-mail for necessary assistance if

* You do not understand any part of the study incthese material.

* You have difficulty with the self assessment atieg.

* You have a problem or question with an assignmentith the grading of the
assignment.

It is important and necessary you attend the talt@tasses because this is the only chance
to have face to face contact with your facilitatond to ask questions which will be
answered instantly. It is also a period where yam jgoint out any problem encountered in
the course of your study.

Summary



Animal Ecology (313) is a course that introduces @ the concepts and principles of how
species of animals in his habitat relate with tlegivironment. Animal ecology has three
areas of fundamentals; population, community arasystem. These interrelate with the
environment.

Also, the growth pattern and age structure in egiodd population, the measurement of
population, factors affecting the population growetid the use of life table and K-factor
analysis were expansiated.

On the completion of this course, you will have warderstanding of basic knowledge of
historical background of Animal Ecology. Populatigrowth pattern, mortality and natality
rate, immigration and emigration etc you will urstand the concept behind animal
ecology. In addition you will be able to answer thidbowing questions:

1 Explain the basic fundamentals of ecology andatagonents

2 Explain the various relationships influencing gmlogical community
3 State and explain the different types of ecosystemponents

4 Describe the levels of energy flow in ecosystem.

5 Explain the ecology of different fish species

6 Explain the ecology of Sea-turtle species

7 Define demography

8 Explain the term direct and indirect demographic

9 List and explain eight methods used in demographics

10 List and discuss three ways by which populationlmachanged

The list of questions you are expected to answeotidimited to the above list.

| believe you will agree with me that Animal Behawi is a very interesting field of
biology.

| wish you success in this course.
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BIO 313 ANIMAL ECOLOGY (2 UNITS)

MODULE 1: INTRODUCTION TO ANIMAL ECOLOGY
Unit 1: Historical Concept of Ecology

CONTENT
1.0Introduction
2.00bjectives
3.0Main Content

3.1 Historical Background
4.0 Conclusion
5.0 Summary
6.0 Tutor-marked Assignment
7.0 References

1.0 INTRODUCTION

Ecology (from Greek:oTKog, "house"; Aoyia, "study of") is the scientific study of the retati of

living organisms with each other and their surrongs. Ecosystems are defined by a web,
community, or network of individuals that arrangéoi a self-organized and complex hierarchy
of pattern and process. Ecosystems create a bigphysedback between living (biotic) and
nonliving (abiotic) components of an environmentatthgenerates and regulates the
biogeochemical cycles of the planet. Ecosystemsiggogoods and services that sustain human
societies and general well-being. Ecosystems astaised by biodiversity within thefH
Biodiversity is the full-scale of life and its pre&ses, including genes, species and ecosystems
forming lineages that integrate into a complex asgenerative spatial arrangement of types,
forms, and interactions.

Ecology is a sub-discipline of biology, the studlite. The word "ecology" ("oekologie") was
coined in 1866 by the German scientist Ernst Hde(@&34-1919). Haeckel was a zoologist,
artist, writer, and later in life a professor ofngoarative anatomy. Ancient philosophers of
Greece, including Hippocrates and Aristotle, wereoag the earliest to record notes and
observations on the natural history of plants amichals; the early rudiments of modern ecology.
Modern ecology mostly branched out of natural mistscience that flourished in the late 19th
century. Charles Darwin's evolutionary treatise ahd concept of adaptation as it was
introduced in 1859 is a pivotal cornerstone in nmoadological theory.

Ecology is not synonymous with environment, enunemtalism, natural history or
environmental science. Ecology is closely relatedhte biological disciplines of physiology,
evolution, genetics and behavior. An understandifighow biodiversity affects ecological
function is an important focus area in ecologicaldges. Ecosystems sustain every life-



supporting function on the planet, including climaegulation, water filtration, soil formation
(pedogenesis), food, fibers, medicines, erosiontrobnand many other natural features of
historical, spiritual or scientific value. Ecolotiseek to explain:

- life processes and adaptations

- distribution and abundance of organisms

- the movement of materials and energy through licoigimunities

+ the successional development of ecosystems. and

- the abundance and distribution of biodiversityamtext of the environment.

There are many practical applications of ecologganservation biology, wetland management,
natural resource management (agriculture, foredisiieries), city planning (urban ecology),
community health, economics, basic and applied nseie and it provides a conceptual
framework for understanding and researching humaiakinteraction (human ecology).

2.0 OBJECTIVE
At the end of this course, students should be table
13.0 Explain the historical background of animal ecglog

14.0 Mention the names of scientists involved and tkeimtributions to the development of
animal ecology

3.0MAIN CONTENT

3.1 Historical Background

Studies of animal distribution began in the ninetkecentury, but the formal development of

animal ecology did not occur until the 1920s. Bhtizoologist Charles Elton, whose field

research emphasized the study of populations inwitey was perhaps the most influential

figure. Elton's work, often involving northern fbearing animals of commercial value, made a
number of concepts part of the naturalist's voaatyulincluding the ecological niche, the food

chain, and the pyramid of numbers, that is, theabse in numbers of individual organisms, or
total quantity (weight) of organisms, at each sasoe stage in a food chain, from plants and
plant-eating animals at the bottom to large cam@soat the top. Just as with plant ecology,
diverse schools of animal ecology emerged in Eusopkthe United States during the first half
of the twentieth century. Some schools, like Effpfocused on empirical studies of predator-
prey interactions and population fluctuations, adfecused on animal community organization,
still others on broader patterns of distribution @abundance.

Although some of the early work in animal ecologgrticularly in the United States, attempted
to model itself on plant ecology, by the 1930s aliecology had emerged as an independent
field. There was little overlap or interaction beem the work of animal and plant ecologists.
Effective impetus for an integrated perspectivealogy came from work in aquatic biology,



best exemplified in the late nineteenth centuryKlayl Mobius's studies of the depleted oyster
bank off Germany's north coast and the pioneerimgdlogical (freshwater) studies of Frangois
Alphonse Forel on Swiss lakes. This work was camth and refined in the early twentieth

century by many researchers, including August Tdnesinn in Germany and Einar Naumann in
Sweden. Moébius's concept of the “biocenosis,” titegrated community consisting of all living

beings associated with a given habitat or a pdaticeet of environmental conditions, was
adopted widely by German and Russian ecologistthén 1920s and 1930s. An integrative
perspective also emerged in soil science, as igeb®vinogradsky's turn-of-the-century studies
of soil microbiology, and in studies of biogeocheaticycles, as in the work of Russian
geochemist Vladimir Vernadsky, who introduced taemt “biosphere” in 1914. However, the

integrative concept that had the broadest appebapkyed a central role in bringing together the
many different strands of ecological science was i the “ecosystem,” introduced by British

botanist Arthur G. Tansley in 1935 but first uséféaively in an aquatic setting.

Tansley was Britain's foremost plant ecologist #relfounder in 1913 of the British Ecological
Society, the first such national organization, fedmtwo years earlier than its American
counterpart. A pioneer in vegetation surveys, diccrof Clements's idea of the climax
community, a passionate conservationist, and aestuaf Sigmund Freud, Tansley brought his
broad experience and erudition to bear on the prolaf identifying the ideal ecological unit of
study. He suggested that the term “ecosystem” caghtihis concept best without implying any
mysterious vital properties. The new term receiigdullest early treatment in a seminal paper
published in 1942 by a young American limnologRgymond Lindeman. Making use of the
concept of ecological succession, Elton's pyraniidumbers and food chains, earlier studies of
energy flow in aquatic systems, and Clements'sonotf the stable climax community,
Lindeman traced the flow of energy through theedéht trophic (feeding) levels (producers,
primary consumers, secondary consumers) in a dviahesota pond as a way to mapping its
structure as an ecosystem and to demonstrate ogrgss in development toward a stable,
equilibrium state.

World War Il proved to be a watershed for ecologythough earlier preoccupations with
community classification and structure, populatidpnamics, and patterns of distribution
continued in the postwar years, newer methodologiesctices, and conceptual schemes took
hold, and ecology as a science and a professiom gresize, status, and organization. In the
postwar period, Lindeman's groundbreaking work cosgstem ecology found a home among
biologists funded by the U.S. Atomic Energy Commasswho used radionuclides to trace the
flow of materials and energy through natural ecass® Ecosystem research soon expanded
from its base in the Atomic Energy Commission. |#oaprospered among a small group of
Tansley's followers at the new Nature Conservandgritain. It became an essential feature of
modern ecological science, a message conveyedvevategenerations of students worldwide
through the successive editions of Eugene P. Odimtntsduction to Ecologyfirst published in
1953. Meanwhile, the prewar synthesis of Darwinmatural selection theory with Mendelian
genetics resulted in the gradual postwar emergehaemore strongly Darwinian perspective in
population and community ecology.

The postwar years also saw a shift toward quaivitaaspects of ecology. Mathematical
technigues developed in the United States, Eurapé,the Soviet Union during the interwar



period joined with war-born techniques involvingfarmation systems and cybernetics to
produce a movement toward mathematical modeling camlputer simulation of populations,

communities, and ecosystems. Much of this modeting its techniques came under attack
during the last decades of the twentieth centuoyné& ecologists abandoned model building for
empirical studies, others worked on refining angbroving the models, and many called into
guestion the underlying notions of stability andii&égrium upon which most of the models were
based.

The devastation brought by World War Il also cdnited to greater post-war interest in the
conservation of natural resources, protection ofdlfeé, and preservation of natural
environments, a trend that, when linked in the 39%&@h social criticism, blossomed into an
international environmental movement that drew iigaypon concepts and theories of ecology.
As had occurred before the war in a more limite¢ wmong a few visionaries, ecology now
came to be widely viewed not only as the sourceenfedies for environmental ills but also as
the scientific underpinning for a new social ord&his proved to be a mixed blessing for
ecologists. On the one hand, funding for ecologieakarch increased considerably, and many
more people were drawn into the field. On the othand, the theoretical framework of
ecological science, being neither unified nor cstesit, could not provide easy, unambiguous
solutions to environmental problems, let aloneiadifand consistent social visions. Toward the
end of the twentieth century, this disagreement ameckrtainty among ecologists was used as
fuel in legislative and legal debates arguing agjdime protection of endangered species and the
maintenance of pristine nature reserves. This taiugencouraged the further refinement and
integration of ecological science toward the incogbion of human disturbance and the notion
of managed ecosystems.

4.0 CONCLUSION

In this unit you, learnt about the historical baackghd to animal ecology. Also the contribution
of each scientist to the development of animal @yl

5.0SUMMARY

You have beenintroduced to the field of animal ecology includirgpme of its most
fundamentals; early history, and current understendf its development. Animal Ecology asks
guestions about how organisms and its environmgater and influence one another in their
various ecosystems.

6.0TUTOR-MARKED ASSIGNMENT

1. Explain the historical background of animal ecglog

2. Mention the names of scientist involved and thentdbutions to the development of
animal ecology
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1.0INTRODUCTION

Fundamentally, ecology is like a society, onlysitmuch bigger than ours; ecologists are like
economists, only they investigate the economy aineanstead of that of human. We will be
talking about ecology in three basic scales after introductory section: population,
community, and ecosystem. They are stacked andecteuh one by one, each acts as the
building block of the superior system, until finale arrive at the global level, with the most
dynamic, diversified, and ultimate living thingsségm on the planet, the biosphere.

2.00BJECTIVES
At the end of this unit, the student should be &tbje
1 Explain the basic fundamentals of ecology andateponents
2 Explain the various relationships influencing de®logical community
3 State and explain the different types of ecosystemponents

4 Describe the levels of energy flow in ecosystem.

3.0MAIN CONTENT

3.1 Ecologoical Community

A communityis comprised of all the various populations interagtin an area An example of a
community is a coral reef where numerous populatiminfishes, crustacea and corals exist and
interact. Ecologists try to know at this level halfferent relationships like predation and
competition are influencing the organization andletron of a community.

3.1.1 Composition and Diversity

Communities distinguish from each other by two elteristics: composition and diversity. The
compositionof a community is simplg listing of the various species in the commuriitye

diversity digs deeper than mere composition in thatublves both species richness(the number
of species) as well as evenness (the relative amogdof different species)
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Figure 1: Community Individualistic Model

A species' spreading range is based on its tolermmsuch abiotic factors in the environment as
temperature, light, water availability, salinityycaso forth. To determine a species' tolerance
range, we plot the species' ability to survive etoduce under a particular gradient of
environmental conditions, resulting a bell-shapade. If we put together several species' range
in one graph, a community is formed because tb&rdance ranges simply overlap.

However, other models exist such aeeractive modelto explain community and most
ecologists supported it for many years, becaudsases its hypothesis not only on species'
responses to abiotic factors but also biotic fact@earch the web if you want to learn more
about it.

3.1.2. Habitat and Ecological Niche

Just as Elton John sings the Circle of Life, egmdcies plays its role in a community, eats or be
eaten, lives or let live. They occupy particulasitions both in a spatial sense(where to live) and
a functional sense(what is the part)habitatis an environment wherein an organism lives and
reproduces while the ecological nicheis the functional role the organism plays in its
community, including its habitat as well as thesratctions with other organismbliche includes
everything(e.g. resources an organism needs to itsesergy, nutrient, and survival demands)
and every aspects of the way(e.g. the environmdatdlres it needs to hunt and to escape
successfully) an organism live with the environmence it's difficult to delve into one niche
completely, most observations concentrate on cedaspects of it.

Since an organism's niche is affected by abiotitofg(such as climate and habitat) and biotic
factors(such as competitors, parasites, and prejagionultaneously, usually two types of niches
are looked at separately by ecologist, the fundaahamches and the realized niches. The
fundamental nichef an organism comprises all conditions whereuitdgan potentially survive
and reproduce; theealized nichas the set of conditions whereunder it existsature.



3.1.3. Interactions

Competition for resources, predator-prey, pardsist; and other types of interactions integrate
species into a system of dynamic interacting pdjria.

Species Interactions

Type of Interaction Expected Outcome
Competition - - Decrease in both species
Predation + - Predator increases, prey decreases

Symbiotic Relationships

Parasitism + - Parasite increases, host decreases
Commensalism + 0 One increases, the other not affected
Mutualism + + Increase in both species

As indicated in the above tablepmpetitionfor limited resources between two species has a
negative effect on the population abundances di bpecies. Irpredationand parasitism the
abundances of predator and parasite are expeciedraase at the expense of that of prey and
host, since predators feed on prey and parasitesnotutrients from the host. bommensalism
one species is benefited whereas the other is aronhdd. Inmutualism two species help one
another and both species are benefited.

3.1.3a Competition among Populations

Interspecific competitioroccurs when members of different species try thzeitithe same
resource like light, space, or nutrients that idimited supply, or when their niches overldfpit

is unlimited, no competition would have been trigge Competition leads to several possible
outcomes. One of them is the extinction of onehefdompetitors. The following graphs depict
this pattern.
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Figure 2: Compete to Extinction

When grown alone in pure culture, both A and B bittda somewhat logistic growth pattern,
expanding their colonies rapidly till reaching tterying capacityof the environment.
However, when the two species come to mixed cutgether, A is the better competitor who
drives B out in the end.

You might wonder, now that competitions lead toirettons, why the world is still filled with
myriads of living things that share the resour&@sod question, but you are partly right, and
partly wrong. Extinction is not the only result @dmpetition, two species can both survive the
competition, but they have to change, or more tieelig, their niches have to adapt. In the light
of competitive exclusion principlénat no two species can concurrently occupy tineesaiche,
either one of the species die out or both shifir thiehes. One of the embodiment of niche shift,
or niche partitioning is resource partitioning Resource partitioning decreases competition
between two species, and it is more observabledtiaar subtle forms of niche partitioning.

Example of Resource Partitioning

When three species of ground finches of the Galapdglands occur on isolated islands, their

bills tend to be the same intermediate size, englthem to feed on a wider rage of seeds.

Where they co-occur, selection has favored divargen beak size because the size of the beak
affects the kinds of seeds that can be eaten.Har atords, competition has led to resource

partitioning.



The tendency for characteristics to be more divargenen populations belong to the same
community than when they live separately is terwlearacter displacemenAnd it is often used
as evidence for that competition and resourcetpaniing have taken place.

3.1.3b. Predator-Prey Interactions

In predation one organism, called the predator feeds on anotteted the preyWith common
sense, there should be no dispute on that theomthip between lion and zebra is that of
predation. But what is the relationship that heobbus deer feeds on trees and bushes? This
might be a little bit surprising, but in a broadsmse, predaceous consumers include not only
animals but also herbivores that feed on plants.

By observation, we have revealed the interactiritepabetween the populations of predator and
prey, cycles of fluctuation that one drives theeotland vice versa. Population of the prey
increases as that of the predator decreases, fEnex prey are being eaten. At tharrying
capacity of the environment, the number of prey reachesutsmit and stops growing. The
predators now are provided with plenty of preyded on, so the population increases as that of
prey decreases. Again, the predators' increasedemummverconsume the prey, as the prey
population declines, so does the prey populatiee.t8e graph below.

| 7\ pradators /

Time

Fopulation Densities

Figure 3: Predator-Prey Population Dynamics

Notice that the predator population is smaller ttheat of prey, and that it fluctuates lagging
behind the prey also.

Most predator-prey population cycles are like wheat have discussed, probably with more
elaboration of the dynamics and curves. Howevegir tmteractions involve more than just

population cycles, other behaviors like prey deésnsight also interest you. If so, do check the
picked links below.

3.1.3c Symbiotic Relationships

A symbiotic relationshipor symbiosigs one in which members of two populations interacy ve
closely As indicated by the figure 3 in section 3.1.3ethtypes of symbiotic relationships exist
and by the way at least one species benefits frarh a relationship while the other is harmed or
unaffected or benefited.



Parasitismresembles predation in tham organism called a parasite derives nourishmeminf
another called the ho@tist as the predator derives nourishment fronpriey), though parasites
also take hosts as habitats and springboards msntitt themselves to other hosts. Parasites
appear in all kingdoms of life. Some of the fregilyeheard of parasites include viruses(e.qg.,
HIV), bacteria(e.g., strep infection), protists(e.gnalaria), fungi(e.g., rusts and smuts),
plants(e.g., mistletoe), and animals(e.qg., leeches)

Commensalisms a symbiotic relationship wheremne species is benefited and the other is
neither benefited nor harmetlvell known instances are those in which one geprovides a
habitat or a means of transportation for the other.

Example of Commensalism

Animalia: Barnacles attach themselves to the backs of whaald the shells of horseshoe crabs
to get a free home and ticket for transportatiomm@ras are fishes that attach themselves to the
bellies of sharks by means of modified dorsal fitirey as a suction cup.

Plantae Epiphytes grow in branches of tree in order teree light, but not to take nourishment
from the trees. Instead, their roots obtain nuts@md water from the air.

Mutualismis a symbiotic relationship in whidboth species benefiln many cases, mutualistic
relationships help organisms obtain food or avegbption. As with parasitism, it is possible to
find examples of mutualism in all kingdoms.

Example of Mutualism

Human and Bacteria Human cannot synthesize vitamins by themselvescén benefit from
some bacteria residing in their intestinal tracattimake vitamins. Meanwhile, bacteria are
provided with food.

Termites and Protozoa Termites rely on the protozoa in their intestitnatt to digest wood.

To sum up, symbiotic relationships do occur betwsmeries, but the three patterns we provided
may be too simple to embrace all the natural foohsymbiosis. We were just skimming
roughly. Many other derivative forms of symbiosis developed, look for other materials if you
are interested.

3.2 Ecosystem

Ecosystemextends a community by involving also the abietiwironment, that is, the
physical and chemical environmefnergy flow and nutrient cycling (cycling of cheals)
are significant aspects in understanding how e¢esys function. An ecosystem often
includes cycles and flows that involve dozens whty things as well as non-living matters,
not very much like when we are talking about popafes and communities where organisms



are studied independently, and interactions arg between no more than two participants.
Ecologists focus not only on organic living thingé an ecosystem, but also those vital
inorganic conditions and materials that are indispéle for living things to survive.

3.2.1 Abiotic Components

Abiotic componentsare such physical and chemical factors of an ecosyssamlight,
temperature, atmospheric gases (nitrogen, oxygarhon dioxide are the most important),
water, wind, soil These specific abiotic factors represent the agpohl, geographical,
hydrological and climatological features of a parar ecosystem. Separately:

« Water, which is at the same time an essential aletodife and a milieu

« Air, which provides oxygen, nitrogen, and carbooxdie to living species and allows the
dissemination of pollen and spores

« Soil, at the same time source of nutrients and iphlysupport. The salinity, nitrogen and
phosphorus content, ability to retain water, anasdg are all influential.

« Temperature, which should not exceed certain exdsemaven if tolerance to heat is
significant for some species

« Light, which provides energy to the ecosystem tghophotosynthesis

« Natural disasters can also be considered abioticcosdling to theintermediate
disturbance hypothesisa moderate amount of disturbance does good tease the
biodiversity.

Example of Water Requirements of Plants

As we all know, water is essential for life and@ljanisms depend on it to survive in especially
desert areas. Plants can be classified into 3 graogording to their water requirements:

Hydrophytes plants which grow in water, e.g. water-lilies andushes.

Mesophytes plants with average water requirements, e.g. Siosesweetpeas.
Xerophytesplants growing in dry environments where thegofexperience a shortage of water,
e.g. cacti and often succulents.

Adaptations of plants to survive without water iurd# reversed stomata rhythms, sunken
stomata, thick cuticles, small leaves (or the abseri leaves) and the presence of water-storage
tissues.

3.2.2. Biotic Components

Organisms are the biotic components of an ecosydteatosystems, living things are classified
after the way they get their food.

Autotrophs produce their own organic nutrients for themsehsesl other members of the
community therefore, they are called theoducers There are basically two kinds of autotrophs,
chemoautotrophs and photoautogrop@fiemautotrophsare bacteria that obtain energy by
oxidizing inorganic compounds such as ammoniaitestrand sulfides, and they use this energy



to synthesize carbohydrateBhotoautotrophsare photosynthesizers such as algae and green
plants that produce most of the organic nutrientsthie biosphere.

Heterotrophs asconsumers that are unable to produce, are constdotdking for source of
organic nutrients from elsewhere. Herbivorlee giraffe are animals that graze directly on
plants or algaeCarnivores as wolf feed on other animals; birds that feed imsects are
carnivores, and so are hawks that feed on b@dsnivoresare animals that feed both on plants
and animals, as human.

Detritivoresareorganisms that rely on detritus, the decomposingigias of organic matter, for
food. Earthworms and some beetles, termites, and maggetsall terrestrial detritivores.
Nonphotosynthetic bacteria and fungi, including hrasms, aredecomposershat carry out
decompositionthe breakdown of dead organic matter, includingnal waste. Decomposers
perform a very valuable service by releasing inoiga&ubstances that are taken up by plants
once more.

3.2.3Energy Flow

Everything needs energy for motion, living thinge ao exceptions. Sun is the ultimate source
of energy for every ecosystem. The energy flow af ecosystem starts the moment
photosynthesizers capture sun light and transfdrintdo a stock of organic compound like
glucose that stores heat and energy for laterarseends until the energy is used up or released
into the surroundings in metabolic processes. Itwéen them, energy transfers from one
organism to another at the aid of food webs, edcth® organisms receiving only a small
percentage of the total energy carried in the agiagoconsumed, because of all the processes
indicated in this diagram:
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Figure 4: Energy Flow

A certain amount of energy is egested in faecexoreted in urine and sweat. Of the assimilated
energy, a portion is utilized in cellular respioatiand thereafter becomes heat. The remaining
portion of energy is converted into increased badight or additional offspring.

3.2.3a. Primary Productivity and Secondary Productity

Approximately 1% to 2% of the solar energy thatsfaln a plant is converted to food or other
organic materialPrimary productivityis the term used to describe the amount of organidenat
an ecosystem produces from solar energy withinvargiarea during a given period of time
Related to the concepgross primary productivityis the total amount of organic matter
produced by all autotrophs in an ecosystem, indgdihat used by themselvdsis incurred
through the process of photosynthesis that is edhraut by green plants, algae, and some
bacteria.Net primary productivityon the other hand, is defined the total amount of energy
fixed per unit of time minus the amount of enemgpyeaded by the metabolic activities of the
photosynthetic organisms in the community, dendtiegamount of organic matter produced by
autotrophs that is available for heterotrophs

Example of Primary Productivity

In tropical forests and in marshlands, between 1&3@ 3000 grams of organic material are
normally produced per square meter per year. Guoreling figures for other communities are:
temperate forests, 1100 to 1500 grams; dry des2d@,grams. For such highly productive
communities as estuaries, coral reefs, and sugarfeglds, the figures may range from 10 to 25
grams per day, for comparable annual yields of 36100 grams.



We are now going to explore what happens to theggnstored in autotrophic biomass.

Biomassisthe net weight of all organisms living in an ecasyg which, increases as a result of
its net productionSecondary productivitys defined aghe rate of biomass accumulation by

heterotrophs (herbivores, carnivores and detrite®y Refer back to the energy flow illustration

in figure 4, secondary productivity is just the toam that is used to increase body weight and
nurture offspring.

3.2.3b Food Webs and Trophic Levelts
Food webgefer tothe complicated feeding relationships that exisbagiorganisms in natural
ecosystemrhe ocean food web displayed below, howeveyssthegrazing food welbhat

begins with green plant, or the producer

An Ocean Grazing Food Web
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Adapted from http://ocw.mit.edu/OcwWeb/Biology

This ocean food web displayed above shows thdtdmidl other herbivorous plankton feed on
phytoplankton, the producer, while birds and fisked on krill, but they are in fact omnivores



because they also feed on plankton; squid hurtddisfood while enjoying some plankton once
in a while as well. Thedeerbivoresandomnivoresall provide energy and nutrients for a number
of differentcarnivores such as seals and whales.

Another sort of food web callatktrital food welis revealed in the diagram below. Compared
with grazing food web, it is a food web more invedvwvith decomposition processes, and more
engaged in abiotic components of an ecosystem

An Ocean Detritus Food Web
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Adapted from http://ocw.mit.edu/OcwWeb/Biology

This decomposer food web is modeled upon the dstfdod chains that are based on mangrove
leaves which fall into shallow estuarine water olith Florida. The bacteria and fungi of decay
are the decomposers, but they can be food for aéitivores. Note thadetritivoresare not
necessarily bacteria or fungi, they can also bgelacavengers such as crabs and shrimps that
feed on dead organisms and also the cast-off patitem.



There are producers and consumers in a food Reftlucersare those able to synthesize food
for themselves, like phytoplankton; and all theesthareconsumersthat rely on producers
directly or indirectly for a living. Among these m&umers, several different levels may be
recognized.Primary consumeror herbivores, feed directly on the green plasecondary
consumerscarnivores and parasites of animals, feed in turthe herbivoredDecomposersr
detritivores break down the organic matter accutedla the bodies of other organisms.

All these levels, if we link them one to anotherairstraight-line manner, according to who eats
whom, we have food chains. Food chains are seleaitede-lane food relationships in a series
among organisms from a more complicated food weliplows:

phytoplankton ==> Krill ==> Fish ==> seal ==> whale

Diagrams like this that tell who eats whom areexhlbod chains And atrophic levelis all the
organisms that feed at a particular level in a fodthin In the grazing food web given at the
beginning of the section, going from bottom to taje phytoplanktons are primary
producerdirst trophic leve), the first herbivores that feed on the them, dgntige krills and
herbivorous planktons are primary consunsgsénd trophic levgl and the next group of
animals are secondary consumiis trophic leve).

Frequently when we talk about the trophic levels,think about a pyramid like this that exhibits
four trophic levels:

Ecological Pyramid of Biomass
top carnivores = 1.5

carnivores = 11

herbivores = 37 I

producers = 807

Numbers indicated in the diagram are measures arhdss, and the widths of the colored
rectangles are so drawn that the proportions aqgered. A plant fixes about 1% of solar energy
that falls on its green parts. The successive mesnifea food chain, in turn, process into their
own bodies about0% of the energy available in the organisms on whigy feed.

Aside from pyramids of biomass, there are asological pyramids of numbeend energy
more or less in the same impressive constructiah glender representations of top consumers



are set upon a huge foundation of that of produdégrshe top of most food webs, just imagine
the number of plants that have to be grown to su@ohuman beings.

4.0 CONCLUSION

In this unit, you learnt about the fundamental cblegy, which is the economy of nature. The
population community and ecosystems.

5.0 SUMMARY

You are taught about the fundamentals of ecologym@bsition and diversity, habitat and
ecological niche, interactiongsompetition among populations, predator-prey. Hatéions,
Symbiotic Relationshipgbiotic and biotic Components, energy flgevimary productivity and
Secondary Productivity, food webs and trophic level

6.0 TUTOR-MARKED ASSIGNMENT
1 Explain the basic fundamentals of ecology andateponents
2 Explain the various relationships influencing de®logical community
3 State and explain the different types of ecosystemponents

4 Describe the levels of energy flow in ecosystem.
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1.0INTRODUCTION

Animal ecology is an important area of study foiestists. It is the study of animals and how
they relate to each other as well as how theyeetatheir environment. There are various forms
of animal ecology. By studying this informationguwy learn more about what makes these
animals prosper or what potentially holds them batkth animal ecology, there are many
factors, most of which are human caused, thatn®ntly threatening them.



Perhaps the best examples are in the water. Adbakea lakes, coastlines and even marine life
will show you just how much human environmental dgm has hurt these animals. Animal
ecology has changed drastically in an effort topkap. Here are some examples of how the
environment and human interaction has changedctiyesof many animals.

o Animal habitats in many marine areas have cetsexist. Coral reefs and other very delicate
ecosystems have been harmed by human presence.

o In the arctic regions, melting ice has limited tifiespan of polar bears, which make the ice
their home. Additionally, sea lions and other malife that use the ice to rest on have been
unable to do so.

o Dams and other waterway changes have hurt asicoégy throughout the country. Animals
are no longer able to get to the source of watey tieed.

o Deforestation in jungles and other habitats lzased many of the only locations for animals to
live to be wiped away.

o Sprawling city growth has also pushed animalhé&rand farther out of their natural habitats.

There are many other ways that animal ecology hasged. The goal of scientists is to find out
what is happening and why it is happening that vitaig. often very much a worry when animal
species are dying or are unable to evolve natutadlgause of the drastic changes in their
lifestyles and living areas. Through study of arie@ology, scientists hope to understand better
what really is happening and what effect it wilveaoth in the short and in the long term.

2.00BJECTIVES
At the end of this unit, the student should be &ble
1 Explain the ecology of different fish species
2 Explain the ecology of Sea-turtle species
3.0MAIN CONTENT
3.1Ecology of some terrestrial and aquatic Animals

3.1. Ecology and Biology of Fish Species

3.1 Clupeidae

Most clupeid species are marine, but some are amalrs (shads) and Ethmalosa fimbriata
(bonga) are adopted to withstand low salinitiesigaarly in the rainy season.

a. Bonga Ethmalosa fimbriata)

Bonga is the most important clupeid species inctiestal inshore waters of Nigeria. This

species rarely goes below 20 m. It is more eurgkalhan the flat sardinella and it is



found in estuaries, the sea, lagoons and also d@nepl that are liable to have great
variations in salinity. It prefers warm and turhicaters. Because of these ecological
preferences, it tends to replace the flat sardinedhd even more clearly the round
sardinella, in those sectors without upwelling luith strong surface desalination. Its
biology and migrations seem small in extent andtéchto estuaries and the adjacent
coastal areas (Longhurst, 1960).

Ethmalosa is a non-selective filter-feeder submystmainly on large diatoms and

phytoplankton. The species migrates into and outhef estuaries following seasonal
changes in salinity as well as with the abundarigedamkton in the estuaries during the
dry season. Ethmalosa tends to be more abund&igérian estuaries during the period
October-April. Its migration is possibly due to spang and feeding. Juveniles are
definitely more abundant in rivers and in estuanasile young spawners and adults can
be found both in estuaries and at sea. This pefefids a target species for the artisanal
gillnet and beach seine fisheries.

b. Shad (lisha africana)

Shad is an anadromous clupeid inhabiting inshortersasand beaches and estuaries (in
almost all fresh waters). llisha africana has aimar length (o) of about 22 cm and it
has a good preference for crustacea and smallsfigreeniles). It may be caught at the
surface or near the bottom down to about 25 m. el@nzan be a target species for beach

seine, gillnet, purse seine and inshore trawl fisise

c. Sardine (Sardinella spp.)

The flat sardinella is found from Mauritania to Autg. It is coastal fish, more euryhaline,
most often found to be abundant near the outletvater courses. It prefers warmer
waters with a temperature above 24°C and seemgoid aters that are not clear. It is
not very abundant in areas without upwelling whtieewarm and low saline superficial
layer is permanently present as in the Baight afrfBiand a large portion of the Nigerian
shelf.



In Nigeria Sardinella spp. are caught by canoeefisien using ringnets, castnets, gillnets,
beach seines and also by trawlers. But Sardireh®t a target species of any of the main
fisheries.

3.2 Carangidae

The following carangid species are fairly abundamt Nigerian waters: Caranx spp.,
Chloroscombrus chrysurus, Decapterus rhonchus aachiirus spp. There are mostly schooling
species distributed on the continental shelf bubes@ccur in brackish waters especially when
young.

a. Various jacks (Caranx spp.)

Caranx spp. have wide distribution along the Wdstan coast from Senegal to Angola.
Some species inhabit inshore waters and estuanctsh@ others are located in deeper
waters (over 100—m depth). Hence, this fish grauplze vulnerable to both artisanal and
industrial fleets. Caranx spp. feed mainly on figlt also on shrimps, some crabs and
invertebrates. This fish species group is cauglgelagic and bottom trawls, seines, set

and ring gilinets and sometimes on line gear.

b. Atlantic pumber (Chloroscombrus chrysurus

Chloroscombrus chrysurus occurs along the Westcéifricoast from Mauritania to

Angola. This schooling pelagic species inhabitsNigerian continental shelf at depths
of 10-50 m. It also occurs in estuaries and the gmeve fringed lagoons and

brackishwater areas. Its juveniles are sometimeatéd offshore in association with
jellyfish. Atlantic bumper can be a target spe@éshe artisanal fleet using set gillnets
and seines as well as for the industrial fleetagisiawls and operating in waters of 10—
50 m depth.

c. False scad (Decapterus rhonchus” = Caranx rhonchgs

This is a schooling carangid species inhabiting hettom waters, mostly between 30 m

and 50 m but can be located in waters over 200 pthddt feeds on small fish and



invertebrates. This species is mostly exploitedniolustrial fleets using trawls, but it can

also be fished by artisanal motorized canoes ugitreets.

d. Horse mackerel Trachurus spp.)

Horse mackerel occurs in schools in sandy bottoralities and usually at 100-200 m
depth. Since the main fishing grounds are on thdimental shelf, the species is not
normally caught by artisanal fishermen. It is ugualtarget species of the offshore trawl
and purse seine fisheries and sometimes it carabght with longlines. It appears that
the Nigerian industrial fisheries can expldtachurus capensiéCape horse mackerel)

andTrachurus treca€Cunene horse mackerel).

3.3 Polynemidae
a. Lesser African threadfin (Galeoides decadactylys

Galeoides decadactyludoes not appear to penetrate below the thermoldlireecurs in
inshore waters adjacent to sandy beaches. Theespsdinown to develop female gonads
by passage through a nonfunctional hermaphroditigesarising from a normal male.
Understanding its reproductive and recruitment tastpa appear to be vital in the

managing of this fish species.

Galeoides prefers silty and sand-silty bottoms.isita semi-diadromous fish with
spawning migration into estuaries and lower reacbiesivers. it feeds on benthic
organisms such as crustacea and polychaetes target species for the artisanal fishery
using gilinets and beach seines as well as thestridlfleets employing trawls in the

inshore areas.

b. Royal threadfin (Pentanemus quinquarius

Pentanemus quinquariusas a normal reproductive cycle. It occurs on gamattoms
down to a depth of 50 m. It is caught by the ami@aillnet fishery on nearshore sandy
bottoms but the species is also harvested offshgréhe industrial fleet using trawls.

Additionally Pentanemus can be caught with beattese



c. Giant African threadfin ( Polydactylus quadrifilig

The giant African threadfinRolydactylus quadrifilis can grow up to lengths 150-200
cm. The species inhabits inshore and offshore shottpms up to a depth of 50 m. It
also occurs in estuaries and lagoons fringed bygnoae. This fish species is jointly

harvested by the artisanal fishermen and indudieats. Its attractive size has made it

extremely vulnerable to gillnet and beach seinediies.

3.4 Sciaenidae

The croakers and drums are the important sciagradias in Nigeria. This fish species group is
primarily marine but also occurs seasonally in bistovater areas. Most of the species inhabit

sandy and muddy bottoms in coastal areas with lavge flows.

a. Bobo croaker (Pseudotolithus elongatys

Pseudotolithus elongatusrefers surroundings that are less saline. In femtmercial
concentrations correspond to the great estuariéiseirgulf of guinea where the species

can be caught in large quantities in certain season

They inhabit mud bottoms in coastal waters up tavb@epth but also enter estuaries and
coastal lagoons. This species, with maximum lergftrabout 45 cm, moves further
offshore to spawn during the rainy season. P. @tusgis jointly harvested by the
artisanal and industrial fleets. It can be caugith Wwottom trawls, setnets, beach seines

and longlines.

b. Longneck croaker Pseudotolithus typus

Pseudotolithus typugrows to a larger size than P. elongatus. It ataimaximum length
(L) of 100 cm and fish of 50-cm length are commorthia catch. The main fishing
ground for this species is from the Gulf of Guitedhe Congo. It is the most important

commercial sciaenid species in Nigeria.



It inhabits mud and sandy bottoms up to a depth58f m but it is more abundant in waters of
less than 60 m and temperature above 18°C. It@isars in estuaries. Hence, it is fished by

artisanal and industrial fleets using bottom trawtsttom setnets and longlines.

c. Boe drum (Pteroscion peb

Pteroscion pelobccurs along the west coast of Africa, from Senéma@ngola. It inhabits
mud and sandy-mud bottoms in coastal waters exigrtdi 200-m depth. But it is most
common in waters of less than 50-m depth. This ispers more accessible to the
industrial fisheries using trawls and hook on lthan to the artisanal fisheries using
gillnets and beach seines.

3.5 Sparidae

The seabreams occur in fairly deep waters of tmirgental shelf and off the slope. The small
young individuals do occur in shallow waters butsthoat a depth greater than 15 m, forming
aggregations. The adult

seabreams are more solitary. The most common spacgDentex angolensiand Pagellus
bellotti. The seabreams are mainly exploited by industhedt$ in Nigeria. Many species are
hermaphroditic (having both male and female game&smetimes the majority of individuals
are male at first maturity and the females appaftar I(protandric hermaphroditisms). In some
cases the females are more at first maturity arel mhales appear later (protogynic
hermaphroditism). Since protogynic hermaphroditisnassociated with efficient utilization of

good resources and parental care, it appearsadb#er strategy for exploited sparid species.

a. Angola dentex Dentex angolensis

Dentex angolensisccurs along the West African coast from Morocc®\B® Angola. It
inhabits various bottoms on the continental shetf the slope from about 15 m to about
300-m depth. It is a protogynic hermaphrodite witiost individuals beginning as
females and changing to males at a length 18-23 cm.

They are known to occur in Nigerian waters butgpecies is not an important element

of the artisanal fisheries. It is caught by thevtréishery but separate statistics are not



available. Angola dentex is a carnivorous speceedihg on crustacea, small fish,
molluscs and other invertebrates. It can be caugbbttom trawls, bottom setnets and

longlines.

b. Red pandora Pagellus bellotti)

The geographical distribution d?. bellottii extends from the straits of Gibraltar to
Angola and also around the Canary Islands. It ipr@ogynic hermaphrodite (the
majority of individual are first females), then lbate males. Red pandora is omnivorous
with a predominantly carnivorous diet consistingcofistacea, cephalopods, small fish
and worms.

This is one of the most abundant sparid specieésarfCECAF area but it is not a target
species of artisanal fisheries in Nigeria. It issgbly caught by the trawl fishery but

separate catch data are not reported.

3.6 Other fish species

Some information concerning the biology and ecologyother exploited fish (e.g., Ariidae,
Bagridae, Cynoglossidae, Pomadasyidae, Serrarettag plus species groups treated above also
reveals interaction between the brackishwater greh-@ea fisheries and possible competition

between various sectors of any of the fisheriesestain species.

3.7 Penaeid shrimps

Three commercially important penaeid shrimps o@ceudigerian watersPenaeus notialigthe
pink shrimp) is by far the most dominant specie®cturs in the lagoons, estuaries, creeks and
open seaParapenaeopsis atlanticg@guinea shrimp) is also fairly abundant in theropea depth
10-16 m. The estuarine white shrinffaaemon hastat®ccurring in brackish waters and open

sea is mainly exploited by artisanal fishermen.

The coastal penaeid shrimps have interesting teceait features, The first phase in the life of
coastal penaeid shrimps takes place at sea betiwesnweeks, and one month and thereafter in
the coastal zones, in bays, estuaries, in mangsweamps which are rich in food, or in

submerged vegetation. As their development progseiee shrimps migrate toward greater and



greater depths. When the areas of distributionugtniles and adults are clearly separated

geographically, a true migration seaward occuesr avhich spawning takes place.

Since the types of exploitation (and the operatiaumes of the various gears) are extremely

diversified, there are in fact several successeeuitment phases:

i.  when the shrimps leave the nursery edges and begoressible to artisanal fisheries;
ii.  when they reach the large bays where they are sibteto small trawlers;
iii.  during migration, when they are caught by fixedsnet

iv.  when they reach the sea and are caught by indusavéers.

The entry process into the different fisheries ssagiated with the development stage of the
shrimps. If recruitment is defined as the probabif a shrimp of a given size to be found in the

fishing area this probability can be expressedsimimps of each size as the percentage of
shrimps at that size, in the total population tisapresent in that area. If the percentages are

plotted against size a recruitment curve will beaoted.



4.0 ECOLOGY AND LIFE HISTORY OF SEA TURTLE

LEATHERBACK SEA TURTLE

Conservation status

Theleatherback sea turtle(Dermochelys coriaceais the largest of all living sea turtles and the
fourth largest modern reptile behind three crogadd. It is the only living species in the genus
Dermochelys It can easily be differentiated from other modsea turtles by its lack of a bony
shell. Instead, its carapace is covered by skinalydflesh. Dermochelys coriace& the only
extant member of the famiermochelyidae

Habitat

Leatherback turtles can be found primarily in theem ocean. Scientists tracked a leatherback
turtle that swam from Indonesia to the U.S. in ait 20,000 kilometers (12,427 mi) foraging
journey over a period of 647 daysatherbacks follow their jellyfish prey throughdabe day,
resulting in turtles "preferring” deeper water lire tdaytime, and shallower water at night (when
the jellyfish rise up the water column). This hagtistrategy often places turtles in very frigid
waters. One individual was found actively huntingwaters that had a surface temperature of
0.4 °C (32.7 °F).

Its favored breeding beaches are mainland sitésgateep water and they seem to avoid those
sites protected by coral reefs.

Feeding
Adult D. coriaceaturtles subsist almost entirely on jellyfish. Dioetheir obligate feeding nature,

leatherback turtles help control jellyfish popubais. Leatherbacks also feed on other soft-bodied
organisms, such as tunicates and cephalopods.



Pacific leatherbacks migrate about 6,000 miles szcthe Pacific from their nesting sites in
Indonesia to eat California jellyfish. One cause floeir endangered state are plastic bags
floating in the ocean. Pacific leatherback seddsirnistake these plastic bags for jellyfish; an
estimated one third of adult leatherbacks havestegeplastic. Plastic enters the oceans along
the west coast of urban areas, where leatherbachgd; with Californians using upwards of 19
billion plastic bags every year. Several speciesea# turtles commonly ingest plastic marine
debris, and even small quantities of debris cdrskd turtles by obstructing their digestive tracts
Nutrient dilution, which occurs when plastics desg@ food in the gut, affects the nutrient gain
and consequently the growth of sea turtles. Ingesti marine debris and slowed nutrient gain
leads to increased time for sexual maturation thay affect future reproductive behaviors.
These turtles have the highest risk of encounteaimg) ingesting plastic bags offshore of San
Francisco Bay, the Columbia River mouth, and P&geind.

Death and decomposition

Dead leatherbacks that wash ashore are micro-deasyon their own while decomposing. In
1996, a drowned carcass held sarcophagid andwaighflies after being picked open by a pair
of Coragyps atratusvultures. Infestation by carrion-eating beetles thé Scarabaeidae,

Carabidae, and Tenebrionidae families soon folloadtl After days of decomposition, beetles
from the families Histeridae and Staphylinidae anthomyiid flies invaded the corpse as well.
Organisms from more than a dozen families took ipactbnsuming the carcass.

Life history

Baby leatherback turtle at Gumbo Limbo Environme@@mplex in Boca Raton, Florida

Like all sea turtles, leatherbacks start as hatghli climbing out of the sands of their nesting
beaches. Birds, crustaceans, other reptiles, aopleg@rey on hatchings before they reach the
water. Once in the ocean, they are rarely seenrdefaturity. Few turtles survive this period.

Dermochelyguveniles spend more of their time in tropical @atthan do adults.

Adults are prone to long-distance migration. Migmatoccurs between the cold waters where
mature leatherbacks feed, to the tropical and splaal beaches in the regions where they hatch.
In the Atlantic, females tagged in French Guianeehaeen recaptured on the other side of the
ocean in Morocco and Spain.

Mating takes place at sea. Males never leave therwace they enter it, unlike females which
nest on land. After encountering a female (who ipbsexudes a pheromone to signal her
reproductive status), the male uses head movemamtg|ing, biting, or flipper movements to
determine her receptiveness. Females mate everyotitvwee years. However, leatherbacks can
breed annually. Fertilization is internal, and nplé males usually mate with a single female.
This polyandry does not provide the offspring watty special advantages.

While other sea turtle species almost always retartheir hatching beach, leatherbacks may
choose another beach within the region. They chbeaehes with soft sand because their softer
shells and plastrons are easily damaged by haiks.rddesting beaches also have shallower



approach angles from the sea. This is vulneralititythe turtles because such beaches easily
erode.

Females excavate a nest above the high-tide littethweir flippers. One female may lay as many
as nine clutches in one breeding season. Aboutdags pass between nesting events. Average
clutch size is around 110 eggs, 85% of which aablei After laying, the female carefully back-
fills the nest, disguising it from predators wits@attering of sand.

Cleavage of the cell begins within hours of feztilion, but development is suspended during the
gastrulation period of movements and infoldingsenfbryonic cells, while the eggs are being
laid. Development then resumes, but embryos remsainemely susceptible to movement-
induced mortality until the membranes fully develafter incubating for 20 to 25 days. The
structural differentiation of body and organs (erggenesis) soon follows. The eggs hatch in
about sixty to seventy days. As with other reptitege nest's ambient temperature determines the
sex of the hatchings. After nightfall, the hatclardig to the surface and walk to the sea.

Leatherback nesting seasons vary by location; ¢usc from February to July in Parismina,
Costa Rica. Farther east in French Guiana, nesinfom March to August. Atlantic

leatherbacks nest between February and July fronthSBarolina in the United States to the
United States Virgin Islands in the Caribbean an8uriname and Guyana.

HAWKSBILL SEA TURTLE

Anatomy and morphology

E. imbricatahas the typical appearance of a marine turtlee lthie other members of its family,
it has a depressed body form and flipper-like liradapted for swimming.
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E. imbricata

The carapace's serrated margin and overlappingsare evident in this individual. Adult
hawksbill sea turtles have been known to grow up neetre (3 ft) in length, weighing around 80
kilograms (180 Ib) on average. The heaviest havlkeler captured was measured to be 127



kilograms (280 Ib). The turtle's shell, or carapdtas an amber background patterned with an
irregular combination of light and dark streaksthmpredominantly black and mottled brown
colors radiating to the sides.

The hawksbill sea turtle has several charactesistat distinguish it from other sea turtle
species. Its elongated, tapered head ends in alikeakouth (from which its common name is
derived), and its beak is more sharply pronouncetireoked than others. The hawksbill's arms
have two visible claws on each flipper.

A close-up of the hawksbill's distinct beak

One of the hawksbill's more easily distinguishedrabteristics is the pattern of thick scutes that
make up its carapace. While its carapace has gweral scutes and four pairs of lateral scutes
like several members of its familfg. imbricatas posterior scutes overlap in such a way as to
give the rear margin of its carapace a serratekl wimilar to the edge of a saw or a steak knife.
The turtle's carapace has been known to reach albhmostre (3 ft) in length.

Distribution

Hawksbill sea turtles have a wide range, found @madantly in tropical reefs of the Indian,
Pacific, and Atlantic oceans. Of all the sea tuspeciesE. imbricatais the one most associated
with tropical waters. Two major subpopulations acknowledged to exist, the Atlantic and
Indo-Pacific subpopulations.

Another model of the possible distribution Bf imbricata Red circles represent known major
nesting sites. Yellow circles are minor nestingsit



A hawksbill sea turtle

Ecology

Habitat

Adult hawksbill sea turtles are primarily found tiopical coral reefs. They are usually seen
resting in caves and ledges in and around the$e tte®ughout the day. As a highly migratory
species, they inhabit a wide range of habitatsmfrine open ocean to lagoons and even
mangrove swamps in estuaries. While little is knasout the habitat preferences of early-life
stageE. imbricatg like other sea turtles' young, they are assurmebdet completely pelagic,
remaining at sea until they mature.

Feeding

E. imbricatain a coral reef

While they are omnivorous, sea sponges are theipahfood of hawksbill sea turtles. Sponges
constitute 70-95% of their diets in the Caribbddowever, like many spongivores, imbricata
feed only on select species, ignoring many oth@atibbean hawksbill populations feed
primarily on the orders Astrophorida, Spirophoridand Hadromerida in the class
Demospongiae. Select sponge species known to berfelly these turtles includéeodia
gibberosa

Aside from sponges, hawksbills feed on algae amthcians comb jellies and other jellyfish and
sea anemones. The hawksbill also feeds on the darggellyfish-like hydrozoan, the



Portuguese Man o' WaPliysalia physalis Hawksbills close their unprotected eyes whery the
feed on these cnidarians. The Man o' War's stingalts cannot penetrate the turtles' armored
heads.

E. imbricata are highly resilient and resistant to their pr&ame of the sponges eaten by
hawksbills, such asAaptos aaptgs Chondrilla nucula Tethya actinia Spheciospongia
vesparium and Suberites domunculare highly (often lethally) toxic to other orgamis. In
addition, hawksbills choose sponge species thag hasignificant amount of siliceous spicules,
such asAncoring Geodig Ecionemia andPlacospongia

Life history

YoungE. imbricata

Not much is known about the life history Bf imbricata The life history of sea turtles can be

divided into three phases, namely the pelagic phaseing from hatching to about 20 cm, the

benthic phase, when the immature turtles recrufbtaging areas and the reproductive phase
when turtles reach sexual maturity. The pelagicsphaossibly lasts 1 to 4 years. Hawksbills

show a degree of fidelity after recruiting to thenthic phase, however movement to other
similar habitats is possible.

Breeding

Hawksbills mate biannually in secluded lagoons tb#ir nesting beaches in remote islands
throughout their range. Mating season for Atlah@evksbills usually spans April to November.
Indian Ocean populations such as the Seychellegdmalvpopulation, mate from September to
February. After mating, females drag their heavgi&® high onto the beach during the night.
They clear an area of debris and dig a nesting isilgy their rear flippers. The female then lays
a clutch of eggs and covers them with sand. Caaibb&nd Florida nests dE. imbricata
normally contain around 140 eggs. After the hoorsslprocess, the female then returns to the
sea.

The baby turtles, usually weighing less than 24ng40.85 0z) hatch at night after around two
months. These newly emergent hatchlings are dddcesh with heart-shaped carapaces
measuring around 2.5 centimeters (0.98 in) longeyTinstinctively walk into the sea, attracted

by the reflection of the moon on the water (possitisrupted by light sources such as street



lamps and lights). While they emerge under the co¥earkness, baby turtles that do not reach
the water by daybreak are preyed upon by shorelshase crabs, and other predators.
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E. imbricatahatchling

Early life

The early life history of juvenile hawksbill seattas is unknown. Upon reaching the sea, the
hatchlings are assumed to enter a pelagic life estifye other marine turtles) for an
undetermined amount of time. While hawksbill sedleugrowth rates are not known, whEn
imbricata juveniles reach around 35 centimeters (14 in) theych from a pelagic life style to
living on coral reefs.

Maturity

Hawksbills evidently reach maturity after thirtyays. They are believed to live from thirty to
fifty years in the wild. Like other sea turtleswiesbills are solitary for most of their lives; they
meet only to mate. They are highly migratory. Begaof their tough carapaces, adults' only
predators are sharks, estuarine crocodiles, ootgpasd some species of pelagic fish.

A series of biotic and abiotic cues, such as imllial genetics, foraging quantity and quality or
population density, may trigger the maturationtd teproductive organs and the production of
gametes and thus determine sexual maturity. Likeymaptiles, it is highly unlikely that all
marine turtles of a same aggregation reach sexaslrity at the same size and thus age. Age at
maturity has been estimated betweemdd 25 yeartor Caribbean hawksbills. Turtles nesting in
the Indo-Pacific region may reach maturity at aimum of 30 to 35 years.



OLIVE RIDLEY SEA TURTLE

An olive ridley

Scientific classification

Kingdom: Animalia
Phylum: Chordata
Class: Reptilia
Order: Testudines
Family: Cheloniidae
Genus: Lepidochelys
Species: L. olivacea

Theolive ridley sea turtle (Lepidochelys olivacgaalso known as the Pacific ridley, is a species
of sea turtle.

Description

The olive ridley is a small extant sea turtle, wathadult carapace length averaging 60 to 70 cm.
The heart-shaped carapace is characterized by#&ng of pore-bearing inframarginal scutes on
the bridge, two pairs of prefrontals, up to nineial scutes per side. Olive ridleys are unique in
that they can have a variable and asymmetricatdlaseute count ranging from five to nine
plates on each side, with six to eight being mostrmonly observed. Each side of the carapace
has 12-14 marginals. The carapace is flattenedtipend highest anterior to the bridge. It has a
medium-sized, broad head that appears triangulplaimar view. The head has concave sides,
most obvious on the upper part of the short srblias paddle-like forelimbs, each having two
anterior claws. The upperparts are grayish greasilite in color, but sometimes appear reddish
due to algae growing on the carapace. The briddehargeless plastron of an adult varies from
greenish white (younger) to a creamy yellow on ogfeecimens.

Hatchlings are dark gray with a pale yolk scar, &pgpear all black when wet. Carapace length
ranges from 37-50mm. A thin white line borders theapace, as well as the trailing edge of the
fore and hind flippers. Both hatchlings and juvesihave serrated posterior marginals, which



become smooth with age. Juveniles also have thoesaldkeels; the central longitudinal keel
gives younger turtles a serrated profile, whichagrs until sexual maturity is reached.

Olive ridleys rarely weigh over 50 kilograms. A dyin Oaxaca, Mexico reported an adult
sample ranging from 25 to 46 kilograms. Adult feesalveighed an average of 35.45 kg (n= 58),
while adult males weighed significantly less avérgg33.00 kg (n=17). Hatchlings usually
weigh between 12.0 to 23.3 grams. Adults are soraeséxually dimorphic. Mature males have
a longer and thicker tail than females, which isdufor copulation. The presence of an enlarged
and hooked claw on the front flipper of males aliaivem to grasp the female carapace during
copulation. Males have a longer, tapered caragee females, which have a round, dome-like
carapace. Males also have a more concave plasiebeyed to be another adaptation for mating.
The plastra of males may also be softer than fesnale

Distribution

The olive ridley turtle has a cirumtropical distrton living in tropical and warm waters of the
Pacific and India Oceans from India, Arabia, Japard Micronesia south to southern Africa,
Australia, and New Zealand. In the Atlantic Oceatihas been observed off the western coast of
Africa and the coasts of northern Brazil, Surinai®eyana, French Guiana, and Venezuela.
Additionally, there have been records of the olikley in the Caribbean Sea as far north as
Puerto Rico. It is also found in the eastern Paclfcean from the Galapagos Islands and Chile
north to the Gulf of California, and along the Riaccoast to at least Oregon Migratory
movements have been studied less intensely in aliNeys than other species of marine turtles,
but they are believed to use the coastal wateovef 80 countries. Historically, this species has
been widely regarded as the most abundant sea tarthe world. According to Carr (1972),
more than 1 million olive ridleys were commercidigrvested off the coasts of Mexico in 1968
alone. Cliffton et al. (1982) had estimated the ysapon of Pacific Mexico to be at least 10
million prior to the era of mass exploitation. Marecently, Spotilia (2004) estimated that the
global population of annual nesting females hasi\lbreduced to approximately 2 million, and
Abreu-Gabrois and Plotkin (2008) estimated that Ioeinto have been further reduced to 852
550. This indicated a dramatic decrease of 28-32%heé global population within only one
generation (i.e. 20 years).
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Olive ridley turtle



Ecology and behavior

An olive ridley sea turtle laying eggs

Reproduction

Mating is often assumed to occur in the vicinitynafsting beaches, however, copulating pairs
have been reported over 1 000 kilometers from #erest beach. Research from Costa Rica
revealed that the number of copulating pairs olezknear the beach could not be responsible for
the fertilization of the tens of thousands of gdatemales. Therefore, it was believed that a
significant amount of mating must have occurredwleere at other times of the year.

Olive ridleys generally begin to aggregate neartingsbeaches approximately two months
before nesting season, although this may vary girout its range. In the eastern Pacific, nesting
occurs throughout the year with peak nesting evdnts arribadas) occurring between
September and December. Nesting beaches can bactdhared as relatively flat, mid-beach
zone, and free of debris. Beach fidelity is commimut, not absolute. Nesting events are usually
nocturnal, however diurnal nesting has been regas$pecially during large arribadas. Exact age
of sexual maturity is unknown, but this can be sehe inferred from data on minimum
breeding size. For example, the average carapagthl®f nesting females(n = 251) at Playa
Nancite, Costa Rica was determined to be 63.3 cith the smallest recorded at 54.0 cm.
Females can lay up to three clutches per seasomdnt will only lay one or two clutches. The
female will remain near shore for the inter-nestpegiod, which is approximately one month.
Mean clutch size varies throughout its range armedeses with each nesting attenpt mean
clutch size of 116 (30-168 eggs) was observed inn&mn, while nesting females from the
eastern Pacific were found to have an average 5f(18-126 eggs). The incubation period is
usually between 45-51 days under natural conditiomsmay extend to 70 days in poor weather
conditions. Eggs incubated at temperatures of 3il€¢ees Celsius will produce only females;
eggs incubated at a temperature of 28 degrees®midl produce solely males; and incubation



temperatures of 29-30 degrees will produce a mseadclutch. Hatching success can vary by
beach and year, due to changing environmental tondiand rates of nest predation.

Habitat

Most observations are typically within 15 kilomet@f mainland shores in protected, relatively
shallow marine waters (22-55m). Olive ridleys woktcasionally occur in open waters. The
multiple habitats and geographical localities ubgdhis species vary throughout its life cycle.
More research is needed to acquire data on andfymagic habitats.

Feeding

The olive ridley is predominantly carnivorous, esp#y in immature stages of the life cycle.
Animal prey consists of protochordates or inverdds, which can be caught in shallow marine
waters or estuarine habitats. Common prey itemsudec jellyfish, tunicates, sea urchins,
bryozoans, bivalves, snails, shrimp, crabs, rodisters, and sipunculid worms. Additionally,
consumption of jellyfish and both adult fish (eSphoeroides) and fish eggs may be indicative
of pelagic (open ocean) feeding. The olive ridleyliso known to feed on filamentous algae in
areas devoid of other food sources. Captive stuthe® indicated some level of cannibalistic
behavior in this species.

4.0CONCLUSION
In this unit you learnt, the ecology of aquaticmaais, with reference to biology. Precisely
the ecology of some fish species in Nigerian waaews sea-turtle.

5.0SSUMMARY
The ecology of animals integrate the organismsahiand their environment dependently,
animals inhabit community and interact with thetigi@and abiotic factors in the environment
to survive. fish species and sea turtle have tla@ourable environmental condition at their
best active. Some of these is discuss in thisuthiis

6.0 TUTOR-MARKED ASSIGNMENT

1 Explain the ecology and biology of different fispecies

2 Explain the ecology and biology of Sea-turtlecspe
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1.0 INTRODUCTION

A population is a collection of individuals of tlsame species that live together in a region.
Population ecologys the study of populations (especially populatmundance) and how they
change over time. Crucial to this study are theowsrinteractions between a population and its
resources. A population can decline because islaegources or it can decline because it is prey
to another species that is increasing in numbeaypulations are limited by their resources in
their capacity to grow; the maximum population atamce (for a given species) an environment
can sustain is called thearrying capacity As a population approaches its carrying capacity,
Overcrowding means that there are fewer resounrethé individuals in the population and this
result in a reduction in the birth rate. A popuwatiwith these features is said to density
dependentOf course most populations are density depenttesbme extent, but some grow
(almost) exponentially and these are, in effeabsdg independent. Ecological models that focus
on a single species and the relevant carrying dgparce single species modelélternatively,
multi-species or community models focus on theradtons of specific species.

The discipline of population ecology holds a gréaal of philosophical interest. For a start, we
find all the usual problems in philosophy of scienoften with new and interesting twists, as
well as other problems that seem peculiar to egol@pme of the former, familiar problems
from philosophy of science include the nature oplamation its relationship to laws, and
whether higher-level sciences (like ecology) arelucthble to lower-level sciences (like
biochemistry). Some of the philosophical problerat tarise from within population ecology
include whether there is a balance of nature and tiee uneasy relationship between the



mathematical and empirical sides of the disciphmght be understood. As we shall see, many
of these questions are intricately linked, and flog satisfactory answers is no easy matter.
But there is no doubt that there are importantdesdor philosophy of science to be gleaned
from the study of population ecology.

2.0 OBJECTIVES

At the end of this unit, a student should be abie t

1 State and explain the term population growth,digibution and size

2 Describe the growth pattern

3 Understand how to estimate the size offaujation using two different techniques.

4 Determine whether a population is exhilgitexponential or logistic growth and how to
estimate the carrying capacity of a population.

3.0 MAIN CONTENT
3.1Density, Distribution and Size

Population densitys the number of individuals of a certain species @t area or volumgand
population distributionis the pattern of dispersal of them within that areghey are
indispensable variables for ecologists to analym discover the spreading pattern of a certain
species within a certain area and time. ConsidEulzding the average density of people in
Nigeria, but we know very well that most peopleelin cities where the number of people per
unit area is dramatically higher than that in tbaerdry. Therefore, basing ecological population
models solely on density can be misleading.

The density and distribution of a population changgéh time, due to abiotic factors(inorganic
factors) as well as biotic factors(organic factoAd)iotic factors that could have an influence on
a population include temperature, rainfall, typesofl and so forth; biotic factors are those that
are related to other living things. For exampleaaticular kind of plant pervading only in a
particular area is very likely to affect the depsand distribution of a population of an animal
that feeds only on it. In these situatiohimiting factors are those thaparticularly determine
whether an organism lives in an area

Example of a Limiting Factor

In mountainous regions and high latitudes, timberlis the limit of tree growth. Trees cannot
grow above the high timberline because water resn@ozen at the low temperature for most of
the year. In this case, timberline, or more speallfy, temperature is the limiting factor for tree
density and distribution.

Population sizes the number of individuals in a populatiofiechnically, genetic relationship is
used to distinguish whether an individual belongsatpopulation or not. Instead of simply



counting, it is necessary to estimate the preseptlption size, using methods which vary with
the kind of species in question.

Just as density and distribution, population sigetfiates with time. But what factors would
affect the future size of a population? There apegally four sources of contribution to the
fluctuation of a population size, natality(ratelwith), mortality(rate of death), immigration and
emigration. How they each changes the populatmmisiindicated below.

Factors that Affect Population Size

Immigration

|+

Natality —+_. Population Size —=—. Mortality

I_

Emigration

Usually it is acceptable to assume that immigraéind emigration are about equal and therefore
only necessary to consider natality and mortality.

3.2Growth Patterns

Theoretically, there exist two distinct and simgl®wth patterns, or mathematical models for
population growth. In the first onenly onereproductive chance is given to members of the
population during their entire lifespan. Once nussaccomplishes, they die. Many insects and
annual plants reproduce in this manner. In the rothedel, members experienaaany
reproductive events throughout their lifetime. Mesttebrates and trees have this pattern of
reproduction.

Expressed in mathematical equations and graphswihgrowth patterns can be referred to as
the exponential growth patterand theogistic growth pattermespectively. We are not going to

resort to number and equation here, but a glandckeagraphs below will be enough for this

introductory course.



Population Exponential Growth

70 [
60
50
40 Expenential growth
30
20 -
10

Population (thousands)

—t———r | | | 1 1 |
0 1 2 3 4 5 6 7 8 9 10
Generations

Two major features of the curve are:
Lag phase: in which Growth is slow because population base is smalld an

Exponential growth phasen which Growth is accelerating, that is, the rai& growth itself
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Four major features of the curve are:

Lag phasein which Growth is slow because the populationebiassmall

Exponential growth phase which Growth is accelerating, that is, the ratiegrowth itself
grows.

Deceleration phase: in which the rate of populagjmwth slows down.

Stable equilibrium phasén which little growth because births and deatfesadbout equal.



In fact, since a population is constantly beingetéd and shaped by its environment, biotically
or abiotically, real world growth patterns are mooenplex and entangling.

2.3. Mortality Patterns and Survivorship Curves:

Population growth patterns require an assumptiahriembers of a population are all identical
individuals. However, individuals are in their @ifént stages of lifespan. In a given period of
time, some are born and some die. See if you gamefiout the data in this table:

A Life Table for a Poa annua(rass) Cohor

Mortality

Age  Number Proportion Number Rate Avg. Number ol
(month)Observed Alive Surviving Dying S G Seeds/Individuals
0-3 84: 1,00(¢ 121 0.14: 0

3-6 722 857 19¢ 0.271 30C

6-9 527 62% 211 0.40(¢ 62C

9-12  31¢ 37¢ 172 0.54¢ 430

12-15 144 171 95 0.62¢ 21C

15-18 54 64 39 0.72z 60

18-21 15 17.¢ 12 0.80( 30

21-24 3 3.€ 3 1.00( 10

24 0 - - - -

A cohortof a population, is the total number of new birtifigt at the same time. As you can see,
the number of grass observed alive at the beginisir@#3, and data are noted down every 3
months. The grass are gradually dying out, andithestages at which they perish vary. From
another perspective, let's look at the number shiatives instead of focusing on the number
dying in each period. After the first observatiormdriod, 722 survive the first 3 months.
Survivorshipis the probability of newborn individuals of a cohstrviving to particular ages
Plotting the number surviving against percent f&f $ipan, we get survivorship curves that show
the number of individuals of a cohort still livimyer time.

For the sake of discussion, we will establish thygees of representative survivorship curves
hypothetically, displayed in the upper left graghhee following image. Curve | is characteristic
of a population in which most individuals survivdlyass the midpoint. On the contrary, Curve



Il typifies populations wherein most individualgedyoung. In the type Il curve, survivorship
decreases at a constant rate throughout the liiespa

Survivorship Curves
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As shown by the other three graphs, the survivprshives of natural populations do not fit thegeeh
idealized curves congruously. However, similaritiagst to help understanding. Survivorship curve fo
gulls fits the type Il curve somewhat. The survivorstipves othuman males and femaldsfer slightly
but both resemble the type | curve fairly well. Thervivorship curve folPoa annuaseems to be a
combination of the type | and type Il curves.

Survivorship curves denote mortality patterns afeatain population over a certain period of
time. It may vary in abnormal conditions, but inshoases the pattern stay predictable.

3.3. Age Structure

This is the number of individuals in diffeteage classes; pre-reproductive, reproductive, and
post-reproductive. Short-lived organisms increagsdty, with short span between generations
Long-lived organisms, increase slowly, and haveglspan between generations

Determining individual ages

Animals: marking young individuals through timedaexamining a representative sample of
carcasses of individuals wear and replacemem¢eih in deer and other ungulates. Annual



growth rings in the horns of sheep, plumage chamageswear in birds and growth rings in
scales of fishes

Age Pyramids

- comparing the percentages of the populatiatifferent age groups, pyramids with a broad
base of young suggest growing populations. Pigsamith a narrow base of young and even
ratios, suggest a declining or aging population @euict changing dynamics of a population.
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3.4 Population Growth Curve

This shows the net result of births, deaths, aspedsion. It usually shows three to five

phases. Most organisms show 3 phases: lag phagppnential growth phase, and
equilibrium phase

1) Lag phase - slow growth because the procegsowsith and reproduction of offspring
takes time



2) Exponential growth phase - characterized by emarganisms undergoing
reproduction, so that the population begins togase at very fast rate; birthrate exceeds the
death rate

3) Equilibrium phase - characterized by the bigtte and death rate that are equal to one
another; population will stop growing and reaclelatively stable population.

3.4 Population Growth Rate
The net result of births, deaths, and dispersiontalee a number of forms:

1) J-shaped or exponential growth form — densitgrdases in a geometric fashion until the
population runs out of some resource or encoustarge other limitation

2) S-shaped or Sigmoid growth - limiting facteesulting from crowding provide negative
feedback that reduces the rate of growth more amote as density increases. If the
limitation is linearly proportional to density, tlygeowth form will be a symmetrical sigmoid
curve with density leveling off as to reach thergiaig capacity; the carrying capacity represents
the maximum sustainable density.
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J and S population curves.
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Basic Concepts of Rate

A. Population dynamics - the study of changes inrtHative number of organisms in
populations and the factor explaining these changes

B. Rate — obtained by dividing the change in some tjyaoy the period of time elapsed
during the change

1. EquationAN/At = average rate of change in the number of orgaiper time.
Instantaneous rate: rate at a particular timee (adt change  when t approaches 0, d=
derivative dN/dt = i.e rate of change in the nundfeorganisms per time at a particular instant)
Point of inflection — point where growth rate isxiraum.



) ——>

Number of individuals (N

Point of
inflection

0 2 4 6 8 10 12 14 16

Time (weeks) ———>



Maximum rate
k_of increase

Number of individuals added ( ANJAt)—> @

! | ! | | ! I !
6 8 10 12 14 16

Time (weeks) ———»

o
N
I

4.0 CONCLUSION

In this unit, you learnt the ecological conceptpafpulation, how the growth of animal
influence the population and age structure, demsitydistribution.

5.0 SUMMARY

A populationis defined ashe organism belonging to the same species locatdtk same place
at the same time and ecology is the study of tlloganisms in relation to their environments.
At thisecological level, the interest is in the growth aedulation of population size, as well as
the factors behind them.



6.0TUTOR-MARKED ASSIGNMENT

1 State and explain the term population growth,digibution and size

2 Describe the growth pattern

3 Explain how to estimate the size of a papah using two different techniques.

4 Determine whether a population is exhilgitexponential or logistic growth and how to
estimate the carrying capacity of a population.
5.0 REFERENCES

Connell, J. H., 1970. A predator-prey system inrtfagine intertidal region. |. Balanus
glandulaand several predatory species of ThBisological Monographs 40: 49-78.

Fundamental of ecology, author: EconGuru, introducto ecosystems and community.
Ecological population;Chapter 1 to chapter 3.



Unit 2: Factors affecting Population
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1.0INTRODUCTION

There are various factors affecting population :simatality, mortality, immigration, and
emigration etc. Natality refers to the birth ratéortality refers to the death rate. Immigration
occurs when individuals from one population of @aes join another population of the same
species. Emigration occurs when individuals leapegpulation. The intrinsic population growth
rate (r) = (births + immigration) — (deaths + emaigwn). Zero population growth occurs when
the birth rate and immigration are balanced overding term by the death rate and emigration.



All species of organisms have a great capacitgpoaduce. A theoretical growth curve reflects
population growth at its maximum rate of increaper individual, under ideal conditions.
Without restraints, the size of any population vabomicrease at an exponential rate. The result is
a J-shaped curve. As long as birth rates remain shghtly higher than death rates, a population
will grow exponentially.

2.00BJECTIVES
At the end of this unit, the student should be &ble
1. State and explain the factors that affect animalpetion
2. Explain birth and death rates in animal growthgratt
3. Explain immigration and emigration in animal arifeet on the distribution of a
specific animals.
4. State and explain the factors affecting macro-itel@ate in water.
3.0 MAIN CONTENT

The size and density of a population are affecieddsious factors. Some of the important ones
are:

3.1 Birth rate or Natality rate

Natality rate is the rate at which new individualee added to a particular population by
reproduction (birth of young ones or hatching ajegr germination of seeds/spores).

It is generally expressed as number of births pg@Q.individuals of a population per year.

'‘Absolute’, ‘physiological or maximum natality'fers to the theoretical maximum production of
new individuals under ideal conditions. But it igver realised because of environmental
resistance (factors like inter and intra specibmgetitions, availability of food, space etc.)

‘Actual birth rate' being achieved under existingditions, which is much lesser than 'absolutelityaia
called realized natality. Higher realized natatdte increases the population size and populagosity.

3.2 Death or Mortality rate

Mortality rate is the rate at which the individuai® or get killed. It is the opposite of natality
rate.

Mortality rate is generally expressed as numbeteatths per 1,000 individuals of a population perye

Lowest death rate for a given species in most fealda conditions is called potential mortality
while the actual death rate being observed in iegjstonditions is called realized mortality.



Realized mortality decreases the population sizkepapulation density.
The percentage ratio of natality over mortality egsed in percentage is called Vital index.

Vital Index = Matality rate

= 100
Mortality rate

Vital index determines the normal rate of growtlagdfopulation.

Differences between Natality rate and Mortality et

Character Natality rate Maortality rate
1. Definition Number of births per 1,000 Number of deaths per
individuals of a population 1,000 individuals of a
per year population per year
2 Poulation density | Increases population size and Decreases population size
population density and population density

3.3 Age distribution (Age composition)

The relative abundance of the organisms of varamges groups in the population is called age
distribution of population.

With regard to age distribution, there are threwl&iof populations.

i) Rapidly growing population is a population, wiibas high birth rate and low death rate, so
there are more number of young individuals in tbpypation.

i) Stationary population is a population, whickstegual birth and death rates, so population shews
population growth.

iii) Declining population is a population, which sxdnigher death rate than birth rate, so the
population has more numbers of older individuals.

Postreproductive

Reproductive

Prereproductive

Expanding Stable Declining
population population population



Age Structure of Hypothetical Populations which asgected to increase, remain stable or
decline with the passage of time

Migration
SOCIAL ASPECT

In its most general sense “migration” is ordinadifined as the relatively permanent movement
of persons over a significant distance. But thisntteon, or any paraphrase of it, merely begins
to delimit the subject, for the exact meaning oé timost important terms (“permanent,”
“significant”) is still to be specified. A personhw goes to another country and remains there for
the rest of his life, we say, is a migrant; and ah® pays a two-hour visit to the nearest town is
not. Between these two extremes lies a bewildeaimgy of intermediate instances, which can
only partly be distinguished by more or less asbitrcriteria.

Permanence of movement

What should be the minimum duration of stay th#fedentiates a migration from a visit? With
respect to international migration, the recommebodatf the United Nations (and the practice of
a number of countries) is to define removal for gear or more as “permanent,” and thus as
migration, while a stay for a shorter period isssified as a visit. Note that the data reflect not
behavior but statements about future behavior; patsons have been known to lie to
immigration officials or to change their minds.

This kind of ambiguity often makes it difficult ioterpret migration statistics. More generally,
when one speaks of migratory birds, or migrant fatsy or nomads, the connotation is not of a
permanent move from one area to another, but ratharpermanently migratory way of life,
which often means a cyclical movement within a mardess definite area. Nomads (the word
derives from the Greek fgrasturing)typically follow their herds back and forth overegion
delimited either by natural boundaries or by neaklsufficiently powerful to repel incursions.
Similarly, agricultural laborers often move withetigrowing season, and shepherds (in what is
termed transhumance) alternate between high moupéatureland in the summer and lowlands
in the winter. Commutation, the daily “journey tmsk” constitutes a similar cycle within a
smaller compass. One must not accept the commaannthtat such a separation of place of
residence from place of work is peculiar to modadustrial societies.

Migratory selection

That migration is both related to economic trendd get not, in any simple sense, caused by
them, should not occasion any surprise. The sameues of many other complex social
phenomena. It would be no contribution to subditiot purely economic causes a list of other
“factors,” ranging from the spirit of adventurette development of transportation facilities; nor
would it be a great improvement to divide suchsaetween circumstances at home that repel
and those abroad that attract, that is, betweesh'pand “pull” factors. Given a sedentary



population and an inducement to leave home, tylgic@me persons go and some stay behind.
Push and pull factors, in short, do not exert tlieice equally. The self-selection by which
migrants differentiate themselves from the sedgrtapulation is called migratory selection (or,
by some authors, selective migration). An analysisthis process can afford a better
understanding of why a migration takes place.

It is a valuable extension of the Stouffer-Zipf gmlization, for example, to go beyond the
counting of heads and differentiate among the tygawnigrants. It is not sufficient, even in an
analysis restricted to economically motivated mtigrss, to posit job opportunities in general:
potential migrants with specific skills go to placeihere there are openings specifically for
them. It is possible to analyze migratory selectmpna number of demographic and social
characteristics in addition to occupation and raoe] although the conclusions from different
studies vary widely, some tentative generalizatiare possible. In both internal and
international movements adolescents and young saguoitdominate; for not only do the young
adapt more easily, but since they are close td#ggnning of their working life, they can more
readily take advantage of new opportunities. Ifeigsible, therefore, to analyze migration by
cohorts.

Effects on populations

For the two areas concerned, migratory selectidaraegnes the significance of the movement
almost as much as the number of migrants. Congideramifications of what can be taken as
the most fundamental question in migration thedfiry)X persons leave countd and migrate to
country B, what changes take place in the size of the twpuladions. The common-sense
answer, that countr& is decreased and counByis increased by, is true only in the short run.
If the typically young migrants have their childrentheir new country, its fertility rate may go
up, while that of their native country goes dowimc® the remaining population of county
will then be older on the average, its death radg go up, while that of count goes down. In
short, after a generation the transferXfpersons will in fact amount tX plus a certain
proportion based on the migration’s effects ongbpulation structures, and rates of population
growth, of the two countries.

3.4 Immigration

Immigration is the permanent entry of new individuaf same species into a population from
outside. It increases the size of local population.

3.4 Emmigration

Emmigration is the permanent movement/departurendit/ziduals of same species out of the
local population due to several reasons such &sdatood, scarcity of space (over crowding),
etc. Emmigration decreases the size of local pdipulabut the species spread to new areas.

If more individuals are added than lost, then tbpypation will show positive growth. If more
individuals are lost than added, then the poputatidl show negative growth. But if the two
rates are equal, then the population will becoragostary and is called zero growth.



Population growth = (Birth + Immigration) - (DeathrEmmigration)
3.5 Carrying capacity (Resources)

Population density of an area is largely determibgdvailable resources like food, water and
space in the region.

The maximum number of individuals of a populatiavhich can be provided with necessary
resources for healthy living, is called carryingpaeity of the habitat. Size of a population
increases till it reaches the carrying capacityhef habitat. When the resources become short of
requirement, the population size begins to decrdaseigh different determinants like natality,
mortality etc.

3.6 Natural calamities

A drastic change in the environment destabilizeewn exterminates a population. Natural
calamities such as earthquake, volcanic eruptibmscause drastic changes in the environment
leading to the destruction of the resources.

3.7 Abiotic and biotic factors

Abiotic factors like temperature, wind, humiditgimfall, intensity of light has its effect on the
density of population.

Biotic factors like organisms of other speciesryiin the same area affect the population, as
they involve in different types of food relationgi

For e.g., if the population happens to increassiZm, it is brought down by an increase in its
predators number or decrease in the amount of ablailfood. Different populations have
different ability to tolerate changes in weathehygico-chemical and biotic factors. This is
called resilence. In nature, factors like predatdiseases, food scarcity etc. prevent a population
to sour towards infinity. The sum of all these st which prevent a population from growing
at its maximum rate, is called environmental resisé or population regulation.

Examples of Abiotic factors that affect populationare:
Water

Wetland conditions such as shallow water, hightptmaductivity, and anaerobic substrates provideitable
environment for important physical, biological, atfiemical processes. Because of these processtamage
play a vital role in global nutrient and elementleg.

The rate of diffusion of carbon dioxide and oxygsnapproximately 10,000 times slower in
water than it is in air. When soils become flooddey quickly lose oxygen and transform into a
low-concentration (hypoxic -with less than 2 mgl® environment and eventually become
completely (anoxic) environment where anaerobiddyar thrive among the roots. Water also



influences the spectral composition and amountgbtt las it reflects off the water surface and
submerged particles. Aquatic plants exhibit a widdety of morphological and physiological
adaptations that allow them to survive, compete dinersify these environments. For example,
the roots and stems develop large air spaces (&leyera) that regulate the efficient
transportation gases (for example, ££&hd Q) used in respiration and photosynthesis. In
drained soil, microorganisms use oxygen duringiragpn. In aquatic environments, anaerobic
soil microorganisms use nitrate, manganese ioms¢ fens, sulfate, carbon dioxide and some
organic compounds. The activity of soil microorgans and the chemistry of the water reduces
the oxidation-reduction potentials of the water.ri@a dioxide, for example, is reduced to
methane (Ck) by methanogenic bacteria. Salt water plants @oghytes) have specialized
physiological adaptations, such as the developwiespecial organs for shedding salt and osmo-
regulate their internal salt (NaCl) concentratiots,live in estuarine, brackish, or oceanic
environments. The physiology of fish is also spkgiadapted to deal with high levels of salt
through osmoregulation. Their gills form electrocheal gradients that mediate salt excresion in
saline environments and uptake in fresh water.

Gravity

The shape and energy of the land is affected &oge ldegree by gravitational forces. On a larger
scale, the distribution of gravitational forcestbe earth are uneven and influence the shape and
movement of tectonic plates as well as having dlménce on geomorphic processes such as
orogeny and erosion. These forces govern manyeofifophysical properties and distributions
of ecological biomes across the Earth. On an osgarscale, gravitational forces provide
directional cues for plant and fungal growth (gtapism), orientation cues for animal
migrations, and influence the biomechanics and sizenimals. Ecological traits, such as
allocation of biomass in trees during growth arbjett to mechanical failure as gravitational
forces influence the position and structure of bres and leaves. The cardiovascular systems of
all animals are functionally adapted to overcomespure and gravitational forces that change
according to the features of organisms (e.g., heigihe, shape), their behavior (e.g., diving,
running, flying), and the habitat occupied (e.catev, hot deserts, cold tundra).

Pressure

Climatic and osmotic pressure places physiologtoalstraints on organisms, such as flight and
respiration at high altitudes, or diving to deepart depths. These constraints influence vertical
limits of ecosystems in the biosphere as organ@ragphysiologically sensitive and adapted to
atmospheric and osmotic water pressure differer@gggen levels, for example, decrease with
increasing pressure and are a limiting factor ffe &t higher altitudes. Water transportation
through trees is another important ecophysiologiemhmeter where osmotic pressure gradients
factor in. Water pressure in the depths of oceawlires that organisms adapt to these
conditions. For example, mammals, such as whatdphohs and seals are specially adapted to
deal with changes in sound due to water pressuferahices. Different species of hagfish
provide another example of adaptation to deep-semspre through specialized protein
adaptations.



Wind and turbulence

The architecture of inflorescence in grasses igestitio the physical pressures of wind and
shaped by the forces of natural selection fadihtatvind-pollination (or anemophily).

Turbulent forces in air and water have significaffects on the environment and ecosystem
distribution, form and dynamics. On a planetarylescacosystems are affected by circulation

patterns in the global trade winds. Wind power #relturbulent forces it creates can influence
heat, nutrient, and biochemical profiles of ecomyst. For example, wind running over the

surface of a lake creates turbulence, mixing theem@lumn and influencing the environmental

profile to create thermally layered zones, pastigibverning how fish, algae, and other parts of
the aquatic ecology are structured. Wind speedtarimilence also exert influence on rates of
evapotranspiration rates and energy budgets irigpdard animals. Wind speed, temperature and
moisture content can vary as winds travel acrd$srdnt land features and elevations.

Fire
Main article: Fire ecology

Forest fires modify the land by leaving behind arinmental mosaic that diversifies the landsciape different seral stages and habitats of vagedlity (left).
Some species are adapted to forest fires, sucimasrpes that open their cones only after fireosxjpe (right).

Plants convert carbon dioxide into biomass and emiygen into the atmosphéf&?
Approximately 350 million years ago (near the Daaonperiod) the photosynthetic process
brought the concentration of atmospheric oxygenvabb7%, which allowed combustion to
occur™®! Fire releases COand converts fuel into ash and tar. Fire is aifigmt ecological
parameter that raises many issues pertaining teoitsrol and suppression in manageni&fi.
While the issue of fire in relation to ecology guldnts has been recognized for a long titffé,
Charles Cooper brought attention to the issue @ stofires in relation to the ecology of forest
fire suppression and management in the 18885

Fire creates environmental mosaics and a patchimessosystem age and canopy structure.
Native North Americans were among the first to uefice fire regimes by controlling their
spread near their homes or by lighting fires tmatate the production of herbaceous foods and
basketry material$® The altered state of soil nutrient supply and reldacanopy structure also
opens new ecological niches for seedling estabksti***? Most ecosystem are adapted to
natural fire cycles. Plants, for example, are egedgowith a variety of adaptations to deal with
forest fires. Some species (eBinus halepensjscannot germinate until after their seeds have
lived through a fire. This environmental triggerr feeedlings is called serotify® Some



compounds from smoke also promote seed germinéfriire plays a major role in the
persistence and resilience of ecosystéfis.

Case study: PARAMETERS AFFECTING MACROINVERTEBRATES DISTRIBUTION
IN FRESHWATER

Aquatic macroinvertebrates are an important partheffood chain, especially for fish. Many
feed on algae and bacteria, which are on the le@ndrof the food chain. Some shred and eat
leaves and other organic matter that enters therwBecause of their abundance and position in
the aquatic food chain, benthos plays a criticl mo the natural flow of energy and nutrients.
As benthos die, they decay, leaving behind nusi¢mat are reused by aquatic plants and other
animals in the food chain.

Unlike fish, benthos cannot move around as muclihep are less able to escape the effects of
sediment and other pollutants that diminish watelity. Therefore, benthos can give reliable
information on stream and lake water quality. Theirg life cycles allow studies conducted by
aquatic ecologists to determine any decline in remvhental quality. Macro invertebrates
constitute a heterogeneous assemblage of animk phgl consequently it is probable that some
members will respond to whatever stresses are glagen them.

Biomonitoring is the use of the biological respange assess changes in environment.
Therefore, macroinvertebrates are most frequendgduas indicator species. Cairns & Pratt
conclude that biological surveillance of commurstigvith special emphasis on characterising
taxonomic richness and composition, is perhapsib& sensitive tool now available for quickly
and accurately detecting alterations in aquaticgstems.

Ecologists and managers should understand the ggesevhich lead to the observed patterns of
community structure in unstressed flowing-watertays and that this would provide a firm
foundation from which to investigate the procestsdsng place when environmental stresses
lead to community change, both structural and fonel.

Many parameters will determine the distributiont@at of macroinvertebrates in freshwaters.
Numerous studies and publications have been prddocgetermine which are the most relevant
factors affecting this distribution.

Abiotic factors that predominately seem to affeetcnoinvertebrate population, they are, in order
of importance of impact:

Current speed many invertebrates have an inherent need foentgither because they rely on
it for feeding purposes or because their respiyatequirement demands it.

Temperature: intimately related to latitude, altitude, seasoasd relative distance from the
source.



Substratum: certain species are confined to fairly well defirtypes of substratum.
Level of oxygen main factor in polluted waters.
Salinity, acidity, hardness, and general water chemistry

Those parameters are also defined of prime impoetaior, which stated that the chief
environmental factors affecting distribution of atja animals in streams are:

(i) - The chemical nature of the water, this mafgetfthe distribution of aquatic organisms in a
number of ways. The concentration of dissolved exyg important. Oxygen is not very soluble
in water and its solubility depends on the tempeeatThe calcium content of water is also
important for species such as the freshwater shrimgny snails and mussels, which are
abundant in hard water.

(i) - The physical nature of the water, water moeat, and temperature. The surface velocity of
water has been shown to have an effect on caddiadand it was found that the number of
Trichoptera larvae along a current gradient becprogressively less numerous with increasing
distance from a source.

Temperature has been implicated as a mechanisoending spatial and temporal isolation and
as one of several primary factors influencing history patterns of aquatic insects. In earlier
researches, population of Simuliidae differs in eganto their occurrence in altitude, thus in
temperature. Various aspects of water chemistgy, acidity, dissolved oxygen; water hardness,
etc. also influence the distribution of freshwateka, although ascertaining the effects of
selected chemical factors can be difficult.

More recently, ecologists have emphasized thedystin one or two particular parameters that
will define the distribution of organisms.

Current velocity is often regarded as the most ingm factor. Current velocity is the most

important factor affecting fluvial macroinvertel®at ” Biologists have long believed that water

as a medium, and current as a force, strongly mé@ter ecological distributions and shape

anatomical and behavioural adaptations”. Its imguré has even led to the establishment of
different criteria for classifying flow environment

In another study, found out that the two most intgoatr factors affecting macroinvertebrates are
substrate and suspended sediment. They foundrtia &re four to five physical and chemical
factors that have significant influence over biomaad diversity of macroinvertebrates. These
factors include substrate, suspended sedimentiegtadvater temperature, and stream order and
width, supports these findings and provides aditee review of insect-substratum relationships.
Have defined in their study that current velocitydasubstratum are the two main physical
factors affecting distribution of lotic macroinvebrates. Earlier researches tend to demonstrate
that substratum/organism relationship was not wetlerstood due to a lack of research on that
subject.



Other parameters have to be taken into account whkerdying factors affecting
macroinvertebrates, the importance of scale inyatgdthe impact of different parameters such
as substrate type, particle size, current velodiépth, organic content and habitat heterogeneity
on spatial richness. They concluded that at a sstle invertebrate and taxa richness was
dependent on detritus accumulation and hydraulitsitaints, and a large scale, taxa richness
was dependent of climatic and geomorphologic factor

All these studies have been focused on abiotiofadi.e. physical and chemical parameters)
influencing macroinvertebrates. It is importantalso include biotic factors. Biotic factors are
more difficult to measure, as they are mainly iatéion between organisms. These interactions
include predation, competition (intraspecific orteirspecific), and parasitism. Numerous
potential effects of vertebrate predators on aquaticroinvertebrates have been described, such
as salamander predation on macroinvertebrates. Woweother studies showed that
salamander/macroinvertebrate predation relationshipt well determined. Other predator such
as fish can affect and alter development , spedeagosition, and species abundance of benthic
macroinvertebrate communities. The attenuationgdintination of specific taxa.

Relevant literature shows that when investigatimg different parameters affecting distribution
of macroinvertebrates in order to differentiate thest relevant ones, it is important to take into
account that macroinvertebrate ecology is com@ex, that interactions with their environment
are numerous. All of these interactions will have effect to a certain extent, upon their
distribution.

4.0 CONCLUSION
In this unit you learnt, about the factors affegtthe population of animal with reference to
Mortality and natality rate.

5.0 SUMMARY

Populations are not stable and always exhibit updown variations in response to changes in
environmental or intrinsic factors. The irregulaariations in size of populations are called
fluctuations or it is also called as populationleyd his irregularity may be as result of living or

non-living factors affecting the organisms. As eipéd in this unit.Some of the example of the
factors are natality and mortality rate, immigratend emigration, abiotic and biotic factors and
carrying capacity etc.

6.0 TUTOR-MARKED ASSIGNMENT

1. State and explain the factors that can affect anpojpulation

2. Explain birth and death rate in animal growth patte

3. Explain immigration and emigration in animal ahdit effect on the distribution of a
specific animal.

4. State and explain the factors affecting macro-itel@ate in water.
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1.0INTRODUCTION

There are a number of methods to describe popokfiom field measurements: dynamic and
static life tables, and transition matrices. Aledrased on censusing individuals in groups,
categorized according to their state (age, sizestage). They are used to explain population
dynamics in relation to demographic processes, tanpredict the fate of the population.The

methods differ in a) convenience of data collectionbasic assumptions and c) the way they
derive population growth rate. Because this algmedds on the general biology and life cycle of
the organism, some methods are better for somes kihdopulations, but not for others.

Dynamic life tables describe survivorship and feityn(production of eggs, seeds, or young) at
different ages of a cohort (a sample of individuasruited approximately at the same time).
Usually the cohort is followed until the last memlzkes. Survivorship is calculated as the
relative change in the number of individuals of tie&ort between two successive censuses. The
census is very simple, since individuals need belyecognized to differentiate them from other
cohorts in the same population, and thus are aniyted. No marking is needed, because for an
individual to be counted means it survived sincst laensus, and determines its age
unambiguously. Transition models, as will be disedklater, require more elaborate censuses.

Age may be convenient to use in cohort studiesjtlides not always play a primary role in the
development and life cycle of the organisms. Taiprobably true for all plant and most animal
taxa, except birds and mammals. The latter's d@taten growth (an individually fixed adult
size) and hormonal clock, combined with their &pito learn, make age a suitable attribute to
describe population dynamics. In most other casieg, is biologically more important, as it
determines resource acquisition, competitive ahilgurvivorship and sexual maturity and
reproductive output. Only if size and age are gipuoorrelated in such a population, age may be
preferable.



Stage is very useful in cohort studies of annughoisms if surviving organisms all pass through
relatively short stages, so that stages hardlylapgoccur at the same time), and stage and age
are correlated. This is the case in Richards antbf\$a(1954) study of grasshoppers (Table 1),
cited in Begon et al. (1990). However, if size tage is attained at different rates for different
individuals in the population, as is often the ¢dkey are not useful for constructing life tables.
Then, transition models are more appropriate.
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2.00BJECTIVES

At the end of this unit, student should be able to:
1Explain the measurement of population dynamics
2 Describe and explain the survival ship curve

3.0MAIN CONTENT
3.1 Survivorship

Two kinds of information are derived from these @ahstudies: survivorship curves and
population growth rates. Survivorship curves showw hmortality varies with age of the
individuals of the cohort. Age-specific mortalitygs well as age-specific fecundity, is due to
changing susceptibilities and capabilities of théividual, and the variation in its environmental
exposure. Depending on the age at which most ofribwetality takes place, organisms can have
different survivorship curves. Deevey (1947) ddsedli three types of curves (Fig. 1): Type |
occurs when survival of young is high, and moraliicreases drastically towards the end of the
lifespan. This is typical of very protected lifeylss. In case of Type Il survivorship curves,
mortality is constant with age, as in a decay mecélost organisms have a Type Il curve,
where most individuals die when they are young,levbider individuals are good survivors.
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Fig.1. Three types of survivorship curves (Begoale1990, Deevey 1947).

3.2 Population growth rate

Population growth rate of a cohort is defined as lihsic reproductive rate; Ror a generation
over its lifetime. Using dynamic life tables is besited for semelparous animals or monocarpic
plants, especially annual organisms, as in theystod the annual plant species Phlox
drummondii by Leverich and Levin (1979) (Table Zhese have a single cohort per year, and
thus have no overlapping generations. Perenniabpggous/polycarpic organisms do have
overlapping generations, which makes the methaldesightforward, though often still useful.
Connell (1970) used this method on the long-livadnbcle Balanus glandula (Table 3). Basic
reproductive rate Rmeasures the mean number of offspring that an iohaiy of the cohort
produces in its lifetime. Offspring denotes the emof individuals in the first stage of the life

cycle (zygotes or young, depending on the organism)
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Table 2. A cohort life-table for Phlox drumondii ftex Leverich and Levin 1979).
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Table 3. A cohort life-table and fecundity schedide the barnacle Balanus glandula at Pile
Point, San Juan Island, Washington (Conell 1970).
(* - estimated by interpolation from the survivogsleurve).

There are two ways to arrive at the basic reprodeiaate. The first method iSoR. F x /&y,
where) Fy, the sum of the s, is the number of offspring over the life spathe cohort, anda

is the first stage. The ratio shows the relativange in population size/density from one
generation of the cohort to the next IR also measured a8 | x my, the sum of k, the
chance of an individual surviving to age x (thedifrom the birth of the cohort to the census x,
not necessarily in years), times,nthe number of offspring produced during the tiinten age
x-1 to x. The advantage of this model is, thatsiekplicit about the relation between overall
population growth and the actual demographic pseEedhat take place through time in the
cohort. For annual organisms this sequence of psaesatracks the changing of the seasons.

In cohort studies, s determined over the generation time. If theaargm is an annual plant or
animal, R also denotes population growth rate R, defined ymar: R = R. In perennial
semelparous or monocarpic organismgshould be corrected for generation time T (>1 year

Since R=R', so that InR= (In R/T.

However, for organisms with overlapping generatiahss difficult to estimate annual growth
rate accurately since generation time T is in fextnown. Instead of T, R is given by

INR=(In Ry)/T¢.
Ro is corrected by J the average cohort lifespan, which is the avetege from the birth of an

individual to the birth of one of its offspring, Icalated as the sum of lengths of time of the
offspring of all individuals divided by the totalimber of offspring:

Te= X Ik M)/ I mylJ> X, Ix my)/ Ro.

The presence of three generations at the same timef some individuals have produced
offspring themselves while their parents are atille, cannot be incorporated in the equation.



3.3 Static life tables

A static life table contains the age groups in pytation at one particular period of time. Thus,
cohorts are not followed in time, but reconstructsthg one-time observations. These can be
used to calculate population growth only if an aggtion is made. The assumption is that the
mortality experienced by the cohort at any agesstanstant in time. In other words, birth rates
and age-specific survivorship are assumed to bepmdent of the actual year in which the
observations are made. Only rarely is this assumptuly justified. Therefore, the conclusions
tell us how a cohort should behave, if we wouldenatsserved it and if conditions are constant
between years. An example is the study of red Ogetowe (1969) (Table 4), described in
Begon et al. (1990).

A second, less problematic application of stafie fables is using them in order to reconstruct
past events, as Crisp and Lange (1976) did withddsert shrub Acacia burkitii (Begon et al.
1990, page 144 and 145). They were able to showngrathers, the effects of grazing, because

they compared two stands using one as a control.
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Table 4. A static life-table for red deer hindsthe island of Rhum, based on the reconstructed
age-structure of the population in 1957 (After Loi@69).

4.0CONCLUSION
In this unit you learnt, the measurement of popattatsurvivorship curve and static life table

5.0SUMMARY
The measurement of population dynamics is very mapd in ecological study of animals.
To be able to assess the status of ecosystemitheeeessity for continous measurement of



the animal population, either quantitatively or lifasively.

6.0 TUTOR-MARKED ASSIGNMENT

1 Explain the measurement of population dynamics
2 Describe and explain the survival ship curve
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1.0INTRODUCTION

A population’s growth potential has much to with hoften individual members reproduce.
Some species (e.g., most invertebrates) have e@y@productive event in their lifetime, while
others (e.g., most birds and mammals) are capdblauttiple events over an extendended
portion of their lives. The former are called sepaebus and the latter, iteroparous life cycles.
There is a large amount of variation, however, inithese broad categories. For example, some
semelparous species have overlapping generatiopsuofy so that, at any one time, there may
one-, two-, and three-year-old individuals presemtthe population. A common form of
semelparity in insects of temperate regions isramual species.

In this case, the insect overwinters as an eggmal resting stage until spring, then grows
throughout the warm months and emerges into thedeyptive adult. Adults mate and lay eggs
that, again, remain dormant throughout the win&ill other semelparous species complete
several generations each summer. It is easy toifathen, how the frequency of reproductive
events, the number of young produced in each ewmt,the length of each generation can
greatly influence how fast a population can grow.



2.00BJECTIVE

At the end of this unit the student should be #dle

1 Explain with examples the different type of ligbles

2 State and explain life expectancy in hypothetozadulation
3 Explain the crieteria of k-factor analysis.

3.0MAIN CONTENT

3.1 Life Tables

Constructing a life table is often a simple metHod keeping track of births, deaths, and
reproductive output in a population of interest.siBally, there are three methods of constructing
such a table:

1) the cohort life table follows a group of same@gndividuals from birth (or fertilized eggs)
throughout their lives,

2) a static life table is made from data colledienn all ages at one particular time it assumes
the age distribution is stable from generationdnegation, and

3) a life table can be made from mortality datdected from a specified time period and also
assumes a stable age distribution.

Note: For organisms that have separate sexes,tdides frequently follow only female
individuals.

3.1.1 Examples of Life Tables are shown below:

Stage-dependent life-tables
Stage-dependent life tables are built in the cages:

« The life-cycle is partitioned into distinct stag@sg., eggs, larvae, pupae and adults in
insects)

« Survival and reproduction depend more on organtsigesrather than on calendar age

« Age distribution at particular time does not mafeg., there is only one generation per
year)

Stage-dependent life tables are used mainly factssand other terrestrial invertebrates.



Examplel. Gypsy moth I(ymantria disparL.) life table in New England (modified from
Campbell 1981)

Stage Mortality Initial no. ofNo. of Mortality |Survival k-value [-
g factor insects deaths (d) (s) In(s)]

Egg Predation, etc, 450.0 67.5 0.150 0.850 0.1625

Egg Parasites 382.5 67.5 0.176 0.824 0.1942

Larvae I Et':pers'on' 315.0 1575  0.500 0.500 | 0.6932

Larvae IV- .

VI Predation, etc. 157.5 118.1 0.750 0.250 1.3857

\L/?Nae V" bisease 39.4 7.9 0.201 0799 | 0.2238

\L/":Wae V parasites 315 7.9 0.251 0749 = 0.2887

Prepupae Etis'ccat'on’ 23.6 0.7 0.030 0970 | 0.0301

Pupae Predation 22.9 4.6 0.201 0.799 0.2242

Pupae Other 18.3 2.3 0.126 0.874 0.1343

Adults Sex ratio 16.0 5.6 0.350 0.650 0.4308

Adult 104

females

TOTAL 439.6 97.69 0.0231 3.7674

Specific features of stage-dependent life tables:

« There is no reference to calendar time. This isy vnvenient for the analysis of
poikilothermous organisms.

+ Gypsy moth development depends on temperature Hmitlite table is relatively
independent from weather.



« Mortality processes can be recorded individuallgt #rus, this kind of life table has more
biological information than age-dependent life &bl

3.1.2Static (Vertical) Life Table Based on Living Individuals

Most organisms have more complex life histories tfoaind in the above example, and while it is
possible to follow a sin- gle cohort from birthdeath, it often too costly or time-consuming do
so. Another, less accurate, method is the stativedical, life table. Rather than following a
single cohort, the static table compares populagiaa from different cohorts, across the entire
range of ages, at a single point in time. Statdeta make two important assumptions: 1) the
population has a stable age structureNthat isptbgortion of individuals in each age class does
not change from generation to gen- eration, and€population size is, or nearly, stationary.

3.2.3Static (Vertical) Life Table Based on
Mortality Records

Static life tables can also be made from knowinggstimating, age at death for individuals from
a population. This can be a useful technique foredve large mammals (e.g., moose) from
temperate regions where it is difficult to samphe tiving members. Because the highest
mortality of large herbivores occurs during the t@man early spring survey of car- casses from
starvation and predator kills can yield useful mfiation in constructing a life table. Keep in

mind, however, all static tables suffer from theneawo assumptions stated above.

Because we keep good birth and death records omumsynstatic life tables can also be used to
answer questions concern-ln% our populations. irlstance, we know that females today have a
larger mean life expectancy than men. But, wasttiie for our population 100 years ago? We
can use data collected from cemetary grave martkernstuct a static life table and reveal

mterestlng? features of human populations from erations. The following data were

collected from a random sample of 30 females anm&l@s off grave markers located in an Ann

Arbor cemetary:

TABLE 2. Male and female age at death fre(iuencieﬁ;om a random sample of 60 Ann
Arbor grave markers of individuals born prior to 1870. (From G. Belovsky, unpubl.).

Age at death Females Males
0-5 1 2
6-10 0 0
11-15 1 0
16-20 2 1
21-25 1 1
26-30 0 2
31-35 0 0
36-40 1 2
41-45 1 0
46-50 2 1
51-55 1 0
56-60 2 3
61-65 0 4
66-70 0 4
71-75 1 3
76-80 6 1
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3.2 Population Features That Can Be Calculated froniife Tables:

Besides [, the basic reproductive rate, several other pdjpulacharacteristics can be

determined from life tables. Some of the most comreatures are the cohort generation time
(Teo), life expectancy (@, and the intrinsic growth rate (r). Cohort gettien time is quite easy

to obtain from our first example, a semelparousuahtife cycle (. = 1 year), but generation

time is less obvious for more complex life cycl€eneration time can be defined as the average
length of time between when an individual is bond ¢he birth of its offspring. Therefore, it can
be calculated by summing all the lengths of timenffspring production for the entire cohort
divided by the total offspring produced by the suoxs:

Life expectency is a useful way of expressing tfabability of living (x) number of years beyond

a given age. We usually encounter life expectencgewspaper articles comparing the mean
length of Tife for individuals of various populatis. However, this value is actually the life
expectency at birth. One can also calculate thenrteragth of life beyond any given age for the
population. Life expectency is a somewhat compddacalculation. Becausg Is only the
proportion surviving to the beginning of a partenubge class, we must prst calculate the average
proportion alive at that age ) :

Lx = IX+Ix+ 1

Next, the total number of livingdividuals at age \and beyond (¥) is:

BLXx+ Lx+ 1 +¥a+lLXx+n

Finally, the average amount of time yet to be libbydnembers surviving to a particular agg)(e
is:

Ex = Tx

The f_oIIowing example shows life expectency changesa hypothetical population that
experienced 50% mortality at

each age:



TABLES3. Life expectency in a hypothetical populabn.

Age (years) Ix Lx Tx ex (years)
0 1.0 0.75 1.375 1.375

1 0.5 0.375 0.625 1.25

2 0.25 0.1875 .23 1.0

3 0.125 0.0625 a2B 0.5

4 0.0 - - -

The basic reproduction rate @Rconverts the initial population size to the neiwesone
generation later as:

NT = NoxRo

If Rg remains constant from generation to generatia@n tte can also use it to predict population
size several generations the future. To predict poplulation size at amyufe time, it is more
convenient to use a parameter that already takesrgon time into accounthis termis OrO,
the intrinsic rate of natural increase, and it bancalculated (or approximated for complex life
cycles) by the following equation:

The termy, is used in mathematical models of population ghosvscussed later.

4.0 Factor Analysis

Key-factor analysis has been applied to a variétgnimal species in order to assess the role of
natural enemies in population fluctuations . Ineyah this technique is not applicable to tropical
insects because in most species the generatiomgpvelowever, a unique feature in the life-
system of Andraca bipunctatawWalker is that it has four generations that arelyfawell
differentiated in a year, and it does not havexadi seasonal peak. These features make the
species amenable to analysis using life-tables.

Factor analysisis a statistical method used to describe varighdlimong observed variables in
terms of a potentially lower number of unobservadables calledactors. In other words, it is
possible, for example, that variations in threefaur observed variables mainly reflect the
variations in a single unobserved variable, or ireduced number of unobserved variables.
Factor analysis searches for such joint variationgsponse to unobserved latent variables. The
observed variables are modeled as linear combimatad the potential factors, plus "error”
terms. The information gained about the interdepeaos between observed variables can be



used later to reduce the set of variables in asdat&actor analysis originated in psychometrics,
and is used in behavioral sciences, social sciemsasketing, product management, operations
research, and other applied sciences that dealavgk quantities of data.

Factor analysis is related to principal componeralysis (PCA), but the two are not identical.
Because PCA performs a variance-maximizing rotatbrthe variable space, it takes into
account all variability in the variables. In cordsafactor analysis estimates how much of the
variability is due to common factors ("communaljtyThe two methods become essentially

equivalent if the error terms in the factor anaysiodel (the variability not explained by
common factors, see below) can be assumed toalthe same variance.

Statistical model
Definition
Suppose we have a setmbbservable random variablé’st: - - - Tpwith meandé1:- - - s Hp,

Suppose for some unknown constahtsand k unobserved random variabldg, where
t€1,...,pand] € 1,.. -,k wherek < p, we have

T — i =g Fy+ -+ L Fy + 55

Here, theSiare independently distributed error terms with zeean and finite variance, which
may not be the same for allLet Var(s;) = ¥i, so that we have

Cov(e) = Diag(ey, ...,1¢,) = ¥ and E(e) = 0.
In matrix terms, we have

x—u=LF +¢.

If we haven observations, then we will have the dimensidmsn, prk, and Frxn. Each
column ofx andF denote values for one particular observation, avadrix L does not vary
across observations.

Also we will impose the following assumptions Bn
1. F and=are independent.
2. EF=0
3. Cov(F) =I

Any solution of the above set of equations follogvithe constraints foF is defined as the
factors andL as thdoading matrix



Suppose Cow(— ) =X. Then note that from the conditions just imposed owe have
Cov(x — p) = Cov(LF + ¢),

or
¥ = LCov(F)L" + Cov(z).

or
N=LL" + 0.

Note that for any orthogonal matiXif we setl. = LQ andF = Q'F, the criteria for being factors
and factor loadings still hold. Hence a set of destand factor loadings is identical only up to
orthogonal transformations.

Example

The following example is a fictionalized simplifican for expository purposes, and should not
be taken as being realistic. Suppose a psycholpgigtoses a theory that there are two kinds of
intelligence, "verbal intelligence" and "mathemalimtelligence”, neither of which is directly
observed. Evidence for the theory is sought inetkemination scores from each of 10 different
academic fields of 1000 students. If each studemhobsen randomly from a large population,
then each student's 10 scores are random varidlilespsychologist's theory may say that for
each of the 10 academic fields, the score averagedthe group of all students who share some
common pair of values for verbal and mathematigdklligences" is some constant times their
level of verbal intelligence plus another constiimies their level of mathematical intelligence,
i.e., it is a linear combination of those two "fart’. The numbers for a particular subject, by
which the two kinds of intelligence are multiplismlobtain the expected score, are posited by the
theory to be the same for all intelligence levekrgaand are calletfactor loadings" for this
subject. For example, the theory may hold thataherage student's aptitude in the field of
amphibiology is

{10 x the student's verbal intelligence} + {6 x thedent's mathematical intelligence}.

The numbers 10 and 6 are the factor loadings assdciwith amphibiology. Other academic
subjects may have different factor loadings.

Two students having identical degrees of verbaklligence and identical degrees of
mathematical intelligence may have different apts in amphibiology because individual
aptitudes differ from average aptitudes. That défifice is called the "error" — a statistical term
that means the amount by which an individual d&ffeom what is average for his or her levels
of intelligence (see errors and residuals in stesis



The observable data that go into factor analysislavbe 10 scores of each of the 1000 students,
a total of 10,000 numbers. The factor loadings lamdls of the two kinds of intelligence of each
student must be inferred from the data.

Mathematical model of the same example

In the example above, for 1, ..., 1,000 théh student's scores are

r1; = M1 licioon + Gavi + fiomy 4+ ey

Tioi — tio * L1000 + *‘?10,11-‘1' + fm,zmi + Z104
where

« XS theith student's score for tliéh subject

+ uk is the mean of the students' scores for ktie subject (assumed to be zero, for
simplicity, in the example as described above, Wwhiould amount to a simple shift of
the scale used)

« Vv is theith student's "verbal intelligence",

« m is theith student's "mathematical intelligence”,

o are the factor loadings for ttktéh subject, foj = 1, 2.

« g Is the difference between thih student's score in théh subject and the average
score in thekth subject of all students whose levels of verbatl anathematical
intelligence are the same as those ofithatudent,

In matrix notation, we have
X=u@liuny+ LF +¢
Where:
« Nis 1000 students

« Xisa 10 x 1,000 matrix afbservablaandom variables,

« upis a 10 x 1 column vector afnobservableconstants (in this case "constants" are
guantities not differing from one individual studea the next; and "random variables"
are those assigned to individual students; theaiamess arises from the random way in
which the students are chosen),

- Lisa 10 x 2 matrix of factor loadingsnobservableonstants, ten academic topics, each
with two intelligence parameters that determinecess in that topic),

« Fis a2 x 1,000 matrix ainobservablaandom variables (two intelligence parameters
for each of 1000 students),

« ¢isal0 x 1,000 matrix afnobservableandom variables.



Observe that by doubling the scale on which "venti@lligence"—the first component in each
column ofF—is measured, and simultaneously halving the fdottings for verbal intelligence
makes no difference to the model. Thus, no gengrailost by assuming that the standard
deviation of verbal intelligence is 1. Likewise farathematical intelligence. Moreover, for
similar reasons, no generality is lost by assuntivegytwo factors are uncorrelated with each
other. The "errorst are taken to be independent of each other. Thanaes of the "errors”
associated with the 10 different subjects are sstimed to be equal.

Note that, since any rotation of a solution is assolution, this makes interpreting the factors
difficult. See disadvantages below. In this paticexample, if we do not know beforehand that
the two types of intelligence are uncorrelatedntive cannot interpret the two factors as the two
different types of intelligence. Even if they aracuorrelated, we cannot tell which factor
corresponds to verbal intelligence and which caweds to mathematical intelligence without
an outside argument.

The values of the loadings, the averages, and the variances of the "errors"must be
estimated given the observed ddtandF (the assumption about the levels of the factofixésl
for a givenF).

Practical implementation

4.1 Type of factor analysis

Exploratory factor analysis (EFA) is used to uncover the underlying structure oélatively
large set of variables. The researcher'riori assumption is that any indicator may be
associated with any factor. This is the most comroom of factor analysis. There is no prior
theory and one uses factor loadings to intuit #otdr structure of the data.

Confirmatory factor analysis:(CFA) seeks to determine if the number of factors are th
loadings of measured (indicator) variables on tlvemfirm to what is expected on the basis of
pre-established theory. Indicator variables arectetl on the basis of prior theory and factor
analysis is used to see if they load as predictedhe expected number of factors. The
researcher's a priori assumption is that each rfgte number and labels of which may be
specified a priori) is associated with a speciftset of indicator variables. A minimum
requirement of confirmatory factor analysis is tbae hypothesizes beforehand the number of
factors in the model, but usually also the researehll posit expectations about which variables
will load on which factors. The researcher seeldettermine, for instance, if measures created to
represent a latent variable really belong together.

Types of factoring

Principal component analysiS§PCA). The most common form of factor analysis, PCA sesk
linear combination of variables such that the maximvariance is extracted from the variables.
It then removes this variance and seeks a secarahrlicombination which explains the
maximum proportion of the remaining variance, andos. This is called the principal axis
method and results in orthogonal (uncorrelatedpfac



Canonical factor analysjsalso called Rao's canonical factoring, is a diffi¢ method of
computing the same model as PCA, which uses theipal axis method. CFA seeks factors
which have the highest canonical correlation with dbbserved variables. CFA is unaffected by
arbitrary rescaling of the data.

Common factor analysislso called principal factor analysis (PFA) oinpipal axis factoring
(PAF), seeks the least number of factors which eanount for the common variance
(correlation) of a set of variables.

Image factoring: based on the correlation matrix of predicted \des rather than actual
variables, where each variable is predicted froenatiners using multiple regression.

Alpha factoring:based on maximizing the reliability of factorssasing variables are randomly
sampled from a universe of variables. All other lmes assume cases to be sampled and
variables fixed.

Terminology

Factor loadings:The factor loadings, also called component loagling®?CA, are the correlation
coefficients between the variables (rows) and facfoolumns). Analogous to Pearson's r, the
squared factor loading is the percent of varianadat indicator variable explained by the factor.
To get the percent of variance in all the varialdesounted for by each factor, add the sum of
the squared factor loadings for that factor (coluamd divide by the number of variables. (Note
the number of variables equals the sum of theiramaes as the variance of a standardized
variable is 1.) This is the same as dividing thetdes eigenvalue by the number of variables.

Interpreting factor loadings By one rule of thumb in confirmatory factor anatydoadings
should be .7 or higher to confirm that independemtables identified a priori are represented by
a particular factor, on the rationale that theewvel corresponds to about half of the variance in
the indicator being explained by the factor. Howetee .7 standard is a high one and real-life
data may well not meet this criterion, which is vdogme researchers, particularly for exploratory
purposes, will use a lower level such as .4 fordéetral factor and .25 for other factors call
loadings above .6 "high" and those below .4 "lowf.any event, factor loadings must be
interpreted in the light of theory, not by arbiyrautoff levels.

In oblique rotation, one gets both a pattern madng a structure matrix. The structure matrix is
simply the factor loading matrix as in orthogonalation, representing the variance in a
measured variable explained by a factor on bothique and common contributions basis. The
pattern matrix, in contrast, contains coefficiewmtsich just represent unique contributions. The
more factors, the lower the pattern coefficientsaarule since there will be more common
contributions to variance explained. For obliquéation, the researcher looks at both the
structure and pattern coefficients when attributirigbel to a factor.

Communality (h3: The sum of the squared factor loadings for altdescfor a given variable
(row) is the variance in that variable accounted g all the factors, and this is called the



communality. The communality measures the percémtivance in a given variable explained
by all the factors jointly and may be interpretadtze reliability of the indicator.

Spurious solutionsif the communality exceeds 1.0, there is a spsrisolution, which may
reflect too small a sample or the researcher lasny or too few factors.

Uniqueness of a variablet-h2. That is, uniqueness is the variability ofaiable minus its
communality.

Eigenvalues/Characteristic rootsThe eigenvalue for a given factor measures thawee in all
the variables which is accounted for by that facidre ratio of eigenvalues is the ratio of
explanatory importance of the factors with respeectthe variables. If a factor has a low
eigenvalue, then it is contributing little to thep&anation of variances in the variables and may
be ignored as redundant with more important fact&igenvalues measure the amount of
variation in the total sample accounted for by eackor.

Extraction sums of squared loadingasitial eigenvalues and eigenvalues after extoac(listed

by SPSS as "Extraction Sums of Squared Loadings"tte same for PCA extraction, but for
other extraction methods, eigenvalues after extmactwill be lower than their initial
counterparts. SPSS also prints "Rotation Sums aifeg Loadings" and even for PCA, these
eigenvalues will differ from initial and extractiogsigenvalues, though their total will be the
same.

Factor scores:Also called component scores in PCA, factor scaresthe scores of each case
(row) on each factor (column). To compute the fastore for a given case for a given factor,
one takes the case's standardized score on eaabhleamultiplies by the corresponding factor
loading of the variable for the given factor, amnons these products. Computing factor scores
allows one to look for factor outliers. Also, factcrores may be used as variables in subsequent
modeling.

4.2 Criteria for determining the number of factors

Comprehensibility: Though not a strictly mathematical criterion, thés much to be said for
limiting the number of factors to those whose disien of meaning is readily comprehensible.
Often this is the first two or three. Using onemore of the methods below, the researcher
determines an appropriate range of solutions testigate. For instance, the Kaiser criterion
may suggest three factors and the scree test nggesus, so the researcher may request 3-, 4-,
and 5-factor solutions and select the solution tvigenerates the most comprehensible factor
structure.

Kaiser criterion: The Kaiser rule is to drop all components witheaigalues under 1.0. The
Kaiser criterion is the default in SPSS and moshmater programs but is not recommended
when used as the sole cut-off criterion for estingathe number of factors.

Scree plot: The Cattell scree test plots the components as<tlagis and the corresponding
eigenvalues as the Y-axis. As one moves to the,rigivard later components, the eigenvalues



drop. When the drop ceases and the curve makekbaw éoward less steep decline, Cattell's
scree test says to drop all further components #fte one starting the elbow. This rule is
sometimes criticised for being amenable to researcbntrolled "fudging”. That is, as picking

the "elbow" can be subjective because the curverhasple elbows or is a smooth curve, the
researcher may be tempted to set the cut-off anthmber of factors desired by his or her
research agenda.

Horn's Parallel Analysis (PA): A Monte-Carlo based simulation method that compadhe
observed eigenvalues with those obtained from welaed normal variables. A factor or
component is retained if the associated eigenvialinggger than the 95th of the distribution of
eigenvalues derived from the random data. PA is @néhe most recommendable rules for
determining the number of components to retainpblit few programs include this optiéh.

Variance explained criteria: Some researchers simply use the rule of keepiagginfactors to
account for 90%; (sometimes 80%) of the variatdfhere the researcher's goal emphasizes
parsimony (explaining variance with as few factasspossible), the criterion could be as low as
50%

Before dropping a factor below one's cut-off, hoarvthe researcher should check its
correlation with the dependent variable. A very Bifi@@tor can have a large correlation with the
dependent variable, in which case it should nadropped.

Rotation methods

Rotation serves to make the output more underskdm@ad is usually necessary to facilitate the
interpretation of factors.

Varimax rotationis an orthogonal rotation of the factor axes toimée the variance of the
squared loadings of a factor (column) on all thealdes (rows) in a factor matrix, which has the
effect of differentiating the original variables bytracted factor. Each factor will tend to have
either large or small loadings of any particulariafale. A varimax solution yields results which
make it as easy as possible to identify each variahth a single factor. This is the most
common rotation option.

Quartimax rotationis an orthogonal alternative which minimizes thenber of factors needed
to explain each variable. This type of rotationeafigenerates a general factor on which most
variables are loaded to a high or medium degreeh &uactor structure is usually not helpful to
the research purpose.

Equimax rotatioris a compromise between Varimax and Quartimas rcait
Direct oblimin rotationis the standard method when one wishes a nongwtita (oblique)

solution — that is, one in which the factors ateve¢d to be correlated. This will result in higher
eigenvalues but diminished interpretability of thetors. See below.



Promax rotation is an alternative non-orthogonal (oblique) rotationethod which is
computationally faster than the direct oblimin noettand therefore is sometimes used for very
large datasets.

4.3 K-values

K-value is just another measure of mortality. Thgon advantage of kalues as compared
percentages of died organisms is that k-valuesaddgive: the kvalue of a combination
independent mortality processes is equal to theduvwalues for individual processes.

Mortality percentages are not additive. For example@redators alone can kill 50% of 1
population, and diseases alone can kill 50% opthmulation, then the combined effect of tt
process will not result in 50+50 = 100% mortalitystead, mortality will be 75%!

Survival is a probability to survive, and thus wencapply the theory of probability. In t
theory, events are considered independent if tblegtility of the combination of two events
equal to the product of the probabilitielseach individual event. In our case event is sl
If two mortality processes are present, then ogyansurvives if it survives from ea
individual process. For example, an organism ses/iv it was simultaneously not infected
disease and not captured by a predator.

Assume that survival from one mortality source isasd survival from the second morta

source is s2. Then survival from both processe?, @flthey are independent) is equal to
product of s1 and s2:

This is a "survival multiplication rule”. If surval is replaced by 1 minus mortality [s=d}},
then this equation becomes:

dyp=1-(1-d)01-d,)

For example, if mortality due to predation is 6086l anortality due to diseases is 30%, ther
combination of these two death processes resultsdrtality of d = 1-(1-0.6)(1.3)=0.7
(=72%).

Varley and Gradwell (1960) suggested to measurdatitgrin k-value which is the negati
logarithms of survival:

k =-In(s)

We use natural logarithms (with base e=2.718) austef logarithms with base 10 ags by



Varley and Gradwell. The advantages of using natogarithms will be shown below.

It is easy to show that k-values are additive:

kyo=-In(s,5) =-In(z;5,) = [In(s )] + FIn(s,)] = ky +k,

The k-values for the entire life cycle (K) can bstimated as the sum ofvalues for al
mortality processes:

K=2k

In the life table of the gypsy moth (see aboveg, sbm of all kvalues (K = 3.7674) was eq!
to the k-value of total mortality.

This graph shows the relationship between mor
and the k-value. When mortality is low, then the k-
value is almost equab mortality. This is the reas
f + why the kvalue can be considered as anc

. measure of mortality. However, at high mortalitye

o5 . k-value grows much faster than mortality. Morte
. cannot exceed 1, while thevialue can be infinitel
large.

0
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The following example shows that thevlilue represents mortality better than the perge
of dead organisms: One insecticide kills 99% ofkecoaches and another insecticide |
99.9% of cockroaches. The difference in percentagyesry small (<1%). However trse=cont
insecticide is considerably better because the eurob survivors is 10 times smaller. T
difference is represented much better byakies which are 4.60 and 6.91 for the first
second insecticides, respectively.

Key-factor analysis develogd a method for identifying most important facttksy factors'
in population dynamics. If kalues are estimated for a number of years, themynamics ¢
k-values over time can be compared with the dynanot the generation Kalue. Thi
following graph shows the dynamics of k-valuestfa winter moth in Great Britain.
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It is seen that the dynamics of winter disappeadkd) is most resembling the dynamic:
total generation K-value. The conclusion was md@¢ winter disappearance determines th
trend in population numbers (whether the populatidhgrow or decline), and thus, it can
considered as a "key factor". T

The keyfactor analysis was often considered as a substitutmodeling. It seems so eas'
compare time series of k-values and to find kagtors without the hard work of develop
models of ecological processes. However, relialykdiptions can be obtained only fr
models.

This critique does not mean that life-tables hawevalue. Lifetables are very important 1
gatheing information about ecological processes whilmecessary for building models. |
the key-factor analysis that has little sense.

K-value = instantaneous mortality rate multiplied by time. A population that experien
constant mortality during a spéc stage (e.g., larval stage of insects) chamg@umber:
according to the exponential model with a negatate r. We cannot call r intrinsic rate
natural increase because this term is used forettiee life cycle, and here we discus



particular stage in the life cycle. According te #sxponential model:

My =My - expirt)

Population numbers decrease and thus, Nt < NO.\&lig: s = Nt/NO . Now we can estim.
the k-value:

k=-rt

Instantaneous mortality rate, m, is equal to thgatiee exponential cokfient becaus
mortality is the only ecological process considditedre is no reproduction):

m = -r,

k=mt

Exponential coefficient r is negative (because patpan declines), and mortality rate, m
positive.

We proved that if mortality rate is constant, thkewalue is equal to the instantaneous mort
rate multiplied by time. This is analogs to physidstance is equal to speed multiplied
time. Here, instantaneous mortality rate is likeesh and k-value is like distance.viglue
shows tle result of killing organisms with specific rateruhg a period of time. If the period

time when mortality occurs is short then the effd#dhis mortality on population is not large.

If instantaneous mortality rate changes with tithen the k-valués equal to its integral ov
time. In the same way, in physics, distance igritegral of instantaneous speed over time.

Example. Annual mortality rates of oak trees due to aniscsmised bark damage are 0.08 ir
first 10 years and 0.02 in the age interval of D0yBars. We need to estimate totaldtue (k
and total mortality (d) for the first 20 years @kogrowth.

k=0.08x10+0.02x10=1.0

d=1-exp(-k) =0.63
Thus, total mortality during 20 years is 63%.
Limitation of the k-value concept. All organisms are assumed to have equal c

probabilities. In nature, dying probabilities magry because of spatial heterogeneity
individual variation (both inherited and non-inled).



4.4 Estimation of k-values in natural populations.

Estimation of kvalues for individual death processes is diffilidtause these processes ¢
go simultaneously. The problem is to predict whatrtality could be expected if there v
only one death process. In order to separate geatesses it is impat to know the bioloc
of the species and its interactions with naturaneies. Below you can find several exam
of separation of death processes.

Example 1.Insect parasitoids oviposit on host organisms. $¥aid larva hatches from the €
and stats feeding on host tissue. Parasitized host caalibe for a long period. Finally, it di
and parasitoid emerges from it. Insect predatousllysdon't distinguish between parasiti
and non-parasitized prey. If an insect was killgdalpredator, theit is usually impossible

detect if this insect was parasitized before. Thougrtality due to predation is estimated as
ratio of the number of insects numbers destroyegriegators to the total number of inse
whereas mortality due to parasit is estimated as the ratio of the number of issatted by
parasitoids to the number of insects that survimestiation. In this example, predation m:
the effect of parasitism, and thus, insects kibggredators are ignored in the estimatiothaf
rate of parasitism. The effect is the same asatlagtion occurred before parasitism in the
cycle. Thus, in the gypsy moth life table, predatwas always considered before parasit
Diseases also mask the effect of parasitism arglttiey are considered before parasitism.

Example 2.1t is often possible to distinguish between orgarsigiestroyed by different kin
of predators. For example, small mammals and lmpish sawfly cocoons in a different w
Suppose, 20% of cocoons were openedbigds, 50% were opened by mammals,
remaining 30% were alive. The question is what wdw the rate of predation if birds ¢
mammals were acting alone. We assume that sawllgars have no individual variation
predator attack rate, and that cocoalestroyed by one predator cannot be attackeddtyha
predator. First, we estimate total k-value for bptedator groups: 1k = 4n(0.3) = 1.204
Second, we subdivide the totalviiue into two portions proportionally to the numiuf
cocoons destroyed by each kind of predator. Tharsbifds k = 1.204x20/(20+50) = 0.34
and for mammals k= 1.204x50/(20+50) = 0.860. The third step is dovert kvalues int
expected mortality if each predator was alone:biods d1 = 1- exp(-0.344) = 0.291, arat f
mammals g= 1- exp(-0.860) = 0.577.

5.0 CONCLUSION
In this unit you learnt, you learnt about life @lind k- factor analysis in animal ecology

6.0 SUMMARY

Key-factor analysis has been applied to a variétgnimal species in order to assess the role of
natural enemies in population fluctuations. Inarah this technique is not applicable to tropical
insects because in most species the generationapve



7.0 TUTOR-MARKED ASSIGNMENT

1 Explain with examples the different type of ligbles

2 State and explain life expectancy in hypothetocadulation
3 Explain the criteria of k-factor analysis.

4 State the significance of using life table innaal ecology
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1.0 Introduction

Competition is an interaction between organisms or speciesyhith the fithess of one is
lowered by the presence of another. Limited supplgt least one resource (such as food, water,
and territory) used by both is required. Compatitimoth within and between species is an
important topic in ecology, especially communityolegy. Competition is one of many
interacting biotic and abiotic factors that affemmunity structure. Competition among
members of the same species is known as intragpeoiinpetition, while competition between
individuals of different species is known as inparsfic competition. Competition is not always
straightforward, and can occur in both a direct iaérect fashion..

According to the competitive exclusion principl@esies less suited to compete for resources
should either adapt or die out. According to eviohary theory, this competition within and
between species for resources plays a criticalinotatural selection, however, competition may
play less of a role than expansion among largangg@uch as families.

Sea Anemones compete for the territory in tide ool
2.0 Objectives
At the end of this unit, students should be able to
1. Define competition?
2. List factors/resources that contribute to compmtittmong organisms.
3. Explain the following types of competition:
I. intraspecies competition
[I.  interspecies competition
lll. interferences competition
IV. apparent competition
V. and exploitation competition.
4.0 Explain competitive exclusion principle

5.0 Explain evolution strategies and state the @danselection theory



3.0 Main Content
3.1Types of competition

3.1.1 By mechanism

The following terms describe mechanisms by whicmpetition occurs, which can generally be
divided into direct and indirect. These mechanisapply equally to intraspecific and
interspecific competition.

=T o - o . T

Male-male competition in red deer during rut isessample of interference competition within a

species.

3.1.1.1 Interference competition
Occursdirectly between individuals via aggression etc. whenitliéviduals interfere
with foraging, survival, reproduction of others, lwy directly preventing their physical
establishment in a portion of the habitat.

3.1.1.2 Exploitation competition
Occursindirectly through a common limiting resource which adsaa intermediate.
For example, use of resources depletes the ameailalale to others, or they compete
for space. Also known as exploitative competition.

3.1.1.3 Apparent competition
Occursindirectly between two species which are both preyed upahédgame predator.
For example, species A and species B are both girgyedator C. The increase of
species A will cause the decrease of species Busedaie increase of As would increase
the number of predator Cs which in turn will hurdnen of species B.

3.1.2 By species
3.1.2.1 Intraspecific competition

Intraspecific competition occurs when membershef $ame species vie for the same resources
in an ecosystem. For example, two trees growingeckogether will compete for light above
ground, and water and nutrients in the soil. Theeefgetting less resources, they will usually
perform less well than if they grew by themsel&ishough in this situation it may actually be
more useful to think in terms of resource avaiigibthan competition. Adaptations to such an
environment include growing taller, (where the speprediction provided by the competition



model is that all species in such a situation giw as tall as possible). or developing a larger
root system (where the specific prediction is #ihspecies in the system will develop very deep
root systems). The real question is whether thesdigitions are evidenced by our observations
of the natural world.

3.1.2.2 Interspecific competition

Trees in this rBnlaeshi forest are in interspecbmpetition for light.

Interspecific competition may occur when individualf two separate species share a limiting
resource in the same area. If the resource carnumost both populations, then lowered
fecundity, growth, or survival may result in atdeane species. Interspecific competition has the
potential to alter populations, communities anddahelution of interacting species.

An example among animals could be the case of ahgeeatnd lions; since both species feed on
similar prey, they are negatively impacted by thespnce of the other because they will have
less food, however they still persist together pitesthe prediction that under competition one
will displace the other. In fact, lions sometimésas prey items killed by cheetahs. Potential
competitors can also kill each other, and this ph&mnon is called 'intraguild predation'. For

example, in southern California coyotes often kitid eat gray foxes and bobcats, all three
carnivores sharing the same stable prey (small n&g)m

Competition has been observed between individyaipulations and species, but there is little
evidence that competition has been the driving €arc the evolution of large groups. For
example, between reptiles and mammals. Mammals Ibeside reptiles for many millions of
years of time but were unable to gain a competiédge until dinosaurs were devastated by the
K-T Extinction.

3.2 Evolutionary strategies
3.2.1 r/K selection theory

In evolutionary contexts, competition is relatedthe concept of r/K selection theory, which
relates to the selection of traits which promotecess in particular environments. The theory



originates from work on island biogeography by #w®logists Robert MacArthur and E. O.
Wilson,1967

In r/K selection theory, selective pressures arpothesised to drive evolution in one of two
stereotyped directions:- or K-selection. These terms, r and K, are derived fsiandard
ecological algebra, as illustrated in the simplehviést equation of population dynamics:

dN /N
E=”‘*(1—f)

wherer is the growth rate of the populatioN)( andK is the carrying capacity of its local
environmental setting. Typically, r-selected spsagxploit empty niches, and produce many
offspring, each of whom has a relatively low probgbof surviving to adulthood. In contrast,
K-selected species are strong competitors in crdwdehes, and invest more heavily in much
fewer offspring, each of whom has a relatively hpgbbability of surviving to adulthood.

4.0 Conclusion
In this unit, students had learnt so far

The meaning of competition , factors/resources twattribute to competition among
organisms, types of competition and evolutionargtegies of competition

5.0 Summary

According to the competitive exclusion principl@esies less suited to compete for resources
should either adapt or die out. According to evohary theory, this competition within and
between species for resources plays a criticalinofatural selection, however, competition may
play less of a role than expansion among largasggauch as families.

6.0 Tutor-Marked Assignments

1. What is competition?
2. List factors/resources that contribute to compmtittmong organisms.
3. Explain the following types of competition:

VI. intraspecies competition
VII.  interspecies competition
VIIl.  interferences competition

IX. apparent competition

X. and exploitation competition.

4. Explain evolutionary strategies and state the fdamiK selection theory
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Unit 2 Resources contributing to competition amon@rganisms.

1.0 Introduction
2.0 Objectives
3.0 Main Content

0.1 Territory

0.2 Sunlight

0.1.1
0.1.2
0.1.3

0.2.1
0.2.2
0.2.3

0.2.4
0.2.5
0.2.6

0.3 Water

0.3.1
0.3.2
0.3.3

1.0 Introduction

Classic territories
Spraying
Defence

Calculation

Solar Constant

Total solar irradiance(TSI) ( upon Earth) and sgécsolar irradiance
(SSI) (upon earth)

Sunlight intensity in the solar system

Composition

Surface illumination

Chemical and physical properties
Taste and Odour

Distribution in nature

0.3.3.1In the universe
0.3.3.2Water and habitable zone

Limited supply of at least one resource (such asl fovater, and territory) used by both is
required. Competition both within and between speds an important topic in ecology,
especially community ecology. Competition is onentdny interacting biotic and abiotic
factors that affect community structure. Compatittomong members of the same species is
known as intraspecific competition, while competiti between individuals of different
species is known as interspecific competition. Cetitipn is not always straightforward,
and can occur in both a direct and indirect fashion

1.0 Objectives

At the end of this unit, students should be able to

PN E

List and explain resources that contribute to cotitip& in animlas.

List physical and chemicals properties of water.

Write a formula for calculating sunlight.

Explain the following in territory: 1. spraying Pefence 3.Classic territories



3.0 Main Contents

3.1.Territory (animal)

Northern Elephant Seals (Mirounga angustirostrggjting for territory and mates.

In ethology the termerritory refers to any sociographical area that an anirha particular
species consistently defends against conspecies, (occasionally, animals of other species).
Animals that defend territories in this way areeredd to agerritorial .

3.1.1 Classic territories

Territorial animals defend areas that contain a,n#gsn or mating site and sufficient food
resources for themselves and their young. Defeaisdyrtakes the form of overt fights: more
usually there is a highly noticeable display, whioay be visual (as in the red breast of the
robin), auditory (as in much bird song, or the calf gibbons) or olfactory, through the deposit
of scent marks. Many territorial mammals use soceatking to signal the boundaries of their
territories; the marks may be deposited by urimatlwy defecation, or by rubbing parts of the
bodies that bear specialised scent glands agdiessubstrate. For example, dogs and other
canids scent-mark by urination and defecation, evbdts scent-mark by rubbing their faces and
flanks against objects, as well as by the notohjopsrsistently smelly spraying of urine by
tomcats. Many prosimians use territorial markingy; éxample, the Red-bellied Lemur creates
territories for groups of two to ten individualstime rainforests of eastern Madagascar by scent
marking: the male Diademed Sifaka also scent mdeksnded territories in some of these same
rainforests. The male Western fence lizard defentisritory by posturing and combat, but less
intensely after the mating season.

Invertebrates which show territorality include soamts and bees, and the owl limpet



3.1.2 Spraying

A wolf marking its territory.

Spraying (also known agerritorial marking ) is behavior used by animals to identify their
territory. Most commonly, this iscent marking, accomplished by depositing strong-smelling
chemicals such as urine at prominent locationsiwithe territory. Often the scent contains
carrier proteins, such as the major urinary prateia stabilize the odors and maintain them for
longer.

Not only does the marking communicate to otherghefsame species, but it is also noted by
prey species and avoided. For example felids sscle@pards and jaguars mark by rubbing
themselves against vegetation. Some prosimiang, a&sithe Red-bellied Lemur, also use scent
marking to establish a territory. Many ungulates, éxample the Blue Wildebeest, use scent
marking from two glands, the preorbital gland arstant gland in the hoof.

3.1.3 Defence

Territories may be held by an individual, a mateidt,por a group. Territoriality is not a fixed
property of a species: for example, robins defamdtbries as pairs during the breeding season
and as individuals during the winter, while sometagvores defend territories only during the
mornings (when plants are richest in nectar). lecgs that do not form pair bonds, male and
female territories are often independent, in theseethat males defend territories only against
other males, and females only against other femalethis case, if the species is polygynous,
one male territory will probably contain severamgde territories, while in some polyandrous
species such as the Northern Jacana, this situatrenersed.

Quite often territories that only yield a singlesoarce are defended. For example, European
Blackbirds may defend feeding territories that drgtant from their nest sites, and in some

species that form leks, for example the Uganda (eofrazing antelope), males defend the lek

site (which is used only for mating).



Two territorial American Kestrels attacking a Reded Hawk.

Territoriality is only shown by a minority of spesi. More commonly, an individual or a group
of animals will have an area that it habitually sibeit does not necessarily defend; this is called
its home range. The home ranges of different grafigs overlap, and in the overlap areas the
groups will tend to avoid each other rather thagksg to expel each other. Within the home
range there may becare areathat no other individual group uses, but agais thias a result of
avoidance rather than defense.

Behavioural ecologists have argued that food thistion determines whether a species will be
territorial or not. This however, though true as da it goes, is too narrow a point of view. As
mentioned above, there are several kinds of teility; for example, the defence of lek areas
by kob has nothing to do with food. Many other epés of territorial defence, including fish,
birds or even invertebrates, are related to cortipetfor mates or safe lairs, rather than food.
Territoriality will emerge where there is a focusessource that provides enough for the
individual or group, within a boundary that is smehough to be defended without the
expenditure of too much effort.

Many birds, particularly seabirds, though they niestlense communities, are none the less
territorial in that they defend their nesting ditewithin the distance that they can reach while
brooding. This is necessary to prevent attacksheir town chicks or nesting material from
neighbours. Commonly the resulting superimpositbthe short-range repulsion onto the long-
range attraction characteristically leads to thél-lweown roughly hexagonal spacing of nests.
Interestingly, one gets a similar hexagonal spacewylting from the territorial behaviour of
gardening limpets such as species of Scutellasirhey vigorously defend their gardens of
particular species of algae, that extend for pesHa2 cm around the periphery of their shells.

Territoriality is least likely with insectivorousirds, where the food supply is plentiful but
unpredictably distributed. Swifts rarely defend aea larger than the nest. Conversely, other
insectivorous birds that occupy more constraineditéeies, such as the ground-nesting
Blacksmith Lapwing may be very territorial, espélgian the breeding season, where they not
only threaten or attack many kinds of intruderd, lave stereotyped display behaviour to deter
conspecifics sharing neighbouring nesting spots.

Conversely, large solitary (or paired) carnivoms;h as bears and the bigger raptors require an
extensive protected area to guarantee their fopglguThis territoriality will only break down
when there is a glut of food, for example when @yiBears are attracted to migrating salmon.



3.2 Sunlight

Sunlight shining through clouds, giving rise tefuscular rays.

Sunlight, in the broad sense, is the total frequency specof electromagnetic radiation given
off by the Sun. On Earth, sunlight is filtered thgh the Earth's atmosphere, aadhr radiation
is obvious as daylight when the Sun is above thizbio.

When the direct solar radiation is not blocked lguds, it is experienced asunshine a
combination of bright light and radiant heat. Whers blocked by the clouds or reflects off of
other objects, it is experienced as diffused light.

The World Meteorological Organization uses the tefsunshine duration” to mean the
cumulative time during which an area receives dirradiance from the Sun of at least 120
watts per square meter.

Sunlight may be recorded using a sunshine recom@anometer or pyrheliometer. Sunlight
takes about 8.3 minutes to reach the Earth.

Direct sunlight has a luminous efficacy of about I@fens per watt of radiant flux, which
includes infrared, visible, and ultraviolet lighBright sunlight provides illuminance of
approximately 100,000 lux or lumens per square nagtthe Earth's surface.

Sunlight is a key factor in photosynthesis, a pssoatal for life on Earth.



3.2.1 Calculation

To calculate the amount of sunlight reaching theugd, both the elliptical orbit of the Earth and
the attenuation by the Earth's atmosphere have taken into account. The extraterrestrial solar
illuminance Eex), corrected for the elliptical orbit by using tday number of the year (dn), is
given by

dn — 3
Feog = B - (1 +0.033412 - cos (QTT 365 ))

where dn=1 on January 1; dn=2 on January 2; dnya32ebruary 1, etc. In this formula dn-3 is
used, because in modern times Earth's perihelenclbsest approach to the Sun and therefore
the maximumEgy occurs around January 3 each year. The value 33 X? is determined
knowing that the ratio between the perihelion (BZE89 AU) squared and the aphelion
(1.01671033 AU) squared should be approximatelg®B38.

The solar illuminance constarisf), is equal to 128xT0x. The direct normal illuminancégy,),
corrected for the attenuating effects of the atrhespis given by:

cin

Eqn = Eep €,
wherec is the atmospheric extinction coefficient ands the relative optical airmass.

3.2.2 Solar constant

The solar constant a measure of flux density, is the amount of inic@nsolar electromagnetic
radiation per unit area that would be incident quiame perpendicular to the rays, at a distance
of one astronomical unit (AU) (roughly the meanat€e from the Sun to the Earth). The "solar
constant” includes all types of solar radiationt just the visible light. It's average value is
approximately 1.366 kW/m2 but this does vary slightly with solar activity.

3.2.3 Total Solar Irradiance (TSI) (upon Earth)and Spectral Solar Irradiance (SSI) (upon
Earth)

Total Solar Irradiance upon Earth (TSI) was eantierasured by satellite to be roughly 1.366
kilowatts per square meter (kW/n#I) but most recently NASA cites TSI as "1361 W/m2 as
compared to ~1366 W/m2 from earlier observationspjX et al., 2005]", based on regular
readings from NASA's Solar Radiation and Climateé&iment(SORCE) satellite, active since
2003, noting that this "discovery is critical inaawining the energy budget of the planet Earth
and isolating the climate change due to human iieBv' Furthermore the Spectral Irradiance



Monitor (SIM) has found in the same period thatcéfz solar irradiance (SSI) at UV

(ultraviolet) wavelength corresponds in a less rgleaad probably more complicated fashion,
with earth's climate responses than earlier assufneting broad avenues of new research in
"the connection of the Sun and stratosphere, tfpere, biosphere, ocean, and Earth’s climate".

3.2.4 Sunlight intensity in the Solar System
Different bodies of the Solar System receive lightan intensity inversely proportional to the

square of their distance from Sun. A rough tablmpgaring the amount of light received by each
planet on the Solar System follows (from data i):[2

Perihelion - Aphelion Solar radiation

Planet distance (AU) ?\}sfr;]rgum and minimum
Mercury 0.3075 — 0.4667 14,446 - 6,272

Venus |0.7184 —0.7282 2,647 - 2,576

Earth |0.9833 — 1.017 1,413-1,321

Mars |1.382 — 1.666 715 — 492

Jupiter 4.950 — 5.458 55.8-45.9

Saturn [9.048 — 10.12 16.7-13.4

Uranus [18.38 — 20.08 4.04 - 3.39
Neptune29.77 — 30.44 1.54-1.47

The actual brightness of sunlight that would beeobsd at the surface depends also on the
presence and composition of an atmosphere. Formgavienus' thick atmosphere reflects more
than 60% of the solar light it receives. The actihamination of the surface is about 14,000 lux,
comparable to that on Earth "in the daytime witeroast clouds®!

Sunlight on Mars would be more or less like dayligh Earth wearing sunglasses, and as can be
seen in the pictures taken by the rovers, theeadsigh diffuse sky radiation that shadows would
not seem particularly dark. Thus it would give ggrions and "feel" very much like Earth
daylight.

For comparison purposes, sunlight on Saturn ishijigbrighter than Earth sunlight at the
average sunset or sunrise (see daylight for cosgatable). Even on Pluto the sunlight would
still be bright enough to almost match the averageg room. To see sunlight as dim as full
moonlight on the Earth, a distance of about 500(AGP light-hours) is needed; there are only a
handful of objects in the solar system known tatddrther than such a distance, among them
90377 Sedna and (87269) 2000 O067



3.2.5 Composition

____Solar Radiation Spectrum

...........

Spectral Imadiance (W/mdinm)
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Solar irradiance spectrum above atmosphere andface
See also: Ultraviolet, Infrared, and Light

The spectrum of the Sun's solar radiation is ctostmat of a black body with a temperature of
about 5,800 K. The Sun emits EM radiation acrosstnod the electromagnetic spectrum.
Although the Sun produces Gamma rays as a restiiteoNuclear fusion process, these super
high energy photons are converted to lower enelmptgns before they reach the Sun's surface
and are emitted out into space, so the Sun dagse'Dff any gamma rays to speak of. The Sun
does, however, emit X-rays, ultraviolet, visiblghti , infrared, and even Radio waves. When
ultraviolet radiation is not absorbed by the atnih@sp or other protective coating, it can cause
damage to the skin known as sunburn or triggerdaptase change in human skin pigmentation.

The spectrum of electromagnetic radiation strikimg Earth's atmosphere spans a range of 100
nm to about 1 mm. This can be divided into fiveioag in increasing order of wavelengths:

« Ultraviolet C or (UVC) range, which spans a range of 100 to r280 The term
ultraviolet refers to the fact that the radiation is at higihequency than violet light (and,
hence also invisible to the human eye). Owing ®ogttion by the atmosphere very little
reaches the Earth's surface (Lithosphere). Thistepa of radiation has germicidal
properties, and is used in germicidal lamps.

« Ultraviolet B or (UVB) range spans 280 to 315 nm. It is alsaatlyeabsorbed by the
atmosphere, and along with UVC is responsibletierghotochemical reaction leading to
the production of the ozone layer.

« Ultraviolet A or (UVA) spans 315 to 400 nm. It has been traddity held as less
damaging to the DNA, and hence used in tanningPAidA therapy for psoriasis.

- Visible range or light spans 380 to 780 nm. As the name suggests,hisisange that is
visible to the naked eye.

. Infrared range that spans 700 nm to® Ifn (1 mm). It is responsible for an important
part of the electromagnetic radiation that readhesEarth. It is also divided into three
types on the basis of wavelength:

o Infrared-A: 700 nm to 1,400 nm
o Infrared-B: 1,400 nm to 3,000 nm
o Infrared-C: 3,000 nm to 1 mm.



3.2.6 Surface illumination

The spectrum of surface illumination depends updarselevation due to atmospheric effects,
with the blue spectral component from atmospheratter dominating during twilight before and

after sunrise and sunset, respectively, and redirddimg during sunrise and sunset. These
effects are apparent in natural light photograplnene the principal source of illumination is

sunlight as mediated by the atmosphere.

According to Craig Bohren, "preferential absorptiohsunlight by ozone over long horizon
paths gives the zenith sky its blueness when thessnear the horizon".

See diffuse sky radiation for more details.
3.2.7 Climate effects

On Earth, solar radiation is obvious as daylighewlkhe sun is above the horizon. This is during
daytime, and also in summer near the poles at nigtitnot at all in winter near the poles. When
the direct radiation is not blocked by clouds, staxperienced asunshine combining the
perception of bright white light (sunlight in th&ist sense) and warming. The warming on the
body, the ground and other objects depends onltberjgtion (electromagnetic radiation) of the
electromagnetic radiation in the form of heat.

The amount of radiation intercepted by a planebargy varies inversely with the square of the
distance between the star and the planet. The 'Eantbit and obliquity change with time (over

thousands of years), sometimes forming a nearliggiecircle, and at other times stretching out
to an orbital eccentricity of 5% (currently 1.67%he total insolation remains almost constant
due to Kepler's second law,

]
=

dt = df

-3

whereA is the "areal velocity" invariant. That is, thedgration over the orbital period (also
invariant) is a constant.

T 2
] f—,‘;di = / dfl = constant
0 0

If we assume the solar radiation povRas a constant over time and the solar irradiagigan
by the inverse-square law, we obtain also the @eeirzsolation as a constant.

But the seasonal and latitudinal distribution ameénsity of solar radiation received at the Earth's
surface also varies. For example, at latitudesbadégrees the change in solar energy in summer
& winter can vary by more than 25% as a resulhefEarth's orbital variation. Because changes
in winter and summer tend to offset, the changéhéannual average insolation at any given



location is near zero, but the redistribution oérgy between summer and winter does strongly
affect the intensity of seasonal cycles. Such cearagsociated with the redistribution of solar
energy are considered a likely cause for the cormnthgoing of recent

3.3 Water

Water in three states: liquid, solid (ice), andvigible) water vapor in the air. Clouds are
accumulations of water droplets, condensed fronorapturated air.

Water is a chemical substance with the chemical fornt#@®. Its molecule contains one
oxygen and two hydrogen atoms connected by covdlentls. Water is a liquid at ambient
conditions, but it often co-exists on Earth with $blid state, ice, and gaseous state (water vapor
or steam). Water also exists in a liquid crystateshear hydrophilic surfaces.

Water covers 70.9% of the Earth's surface, andtasfor all known forms of life. On Earth, it is
found mostly in oceans and other large water bodieth 1.6% of water below ground in
aquifers and 0.001% in the air as vapor, cloudsr@a of solid and liquid water particles
suspended in air), and precipitation. Oceans h@hkb @f surface water, glaciers and polar ice
caps 2.4%, and other land surface water such assrifakes and ponds 0.6%. A very small
amount of the Earth's water is contained withirldgaal bodies and manufactured products.

Water on Earth moves continually through a cycle efaporation or transpiration
(evapotranspiration), precipitation, and runoffuaity reaching the sea. Over land, evaporation
and transpiration contribute to the precipitatimerand.

Clean drinking water is essential to humans aneérdifeforms. Access to safe drinking water
has improved steadily and substantially over tis¢ d@cades in almost every part of the world.
There is a clear correlation between access towgafer and GDP per capita. However, some
observers have estimated that by 2025 more thd&nohdhe world population will be facing
water-based vulnerability. A recent report (NovemB8609) suggests that by 2030, in some
developing regions of the world, water demand witteed supply by 50%. Water plays an
important role in the world economy, as it funcBas a solvent for a wide variety of chemical
substances and facilitates industrial cooling amnandportation. Approximately 70% of
freshwater is consumed by agriculture.

3.3.1 Chemical and physical properties
The major chemical and physical properties of water
- Water is a liquid at standard temperature and presdt is tasteless and odorless. The

intrinsic color of water and ice is a very slighid hue, although both appear colorless in
small quantities. Water vapor is essentially irblisias a gas.



Water is transparent in the visible electromagngtiectrum. Thus aquatic plants can live
in water because sunlight can reach them. Ultreewviand infrared light is strongly
absorbed.

Since the water molecule is not linear and the eryatom has a higher electronegativity
than hydrogen atoms, it carries a slight negatherge, whereas the hydrogen atoms are
slightly positive. As a result, water is a polarlegule with an electrical dipole moment.
Water also can form an unusually large number trmolecular hydrogen bonds (four)
for a molecule of its size. These factors leadrtong attractive forces between molecules
of water, giving rise to water's high surface tensiand capillary forces. The capillary
action refers to the tendency of water to move upaaow tube against the force of
gravity. This property is relied upon by all vasouplants, such as trees.

Water is a good solvent and is ofteeferred tbasthe universal solvenSubstances that
dissolve in water, e.g., salts, sugars, acids lialkand some gases — especially oxygen,
carbon dioxide (carbonation) are knownhgsirophilic (water-loving) substances, while
those that do not mix well with water (e.g., fatelaoils), are known akydrophobic
(water-fearing) substances.

All the major components in cells (proteins, DNAdapolysaccharides) are also
dissolved in water.

Pure water has a low electrical conductivity, bt tincreases significantly with the
dissolution of a small amount of ionic materialls@s sodium chloride (common salt).

The boiling point of water (and all other liquids)dependent on the barometric pressure.
For example, on the top of Mt. Everest water bail§8 °C (154 °F), compared to 100 °C
(212 °F) at sea level. Conversely, water deep exdbean near geothermal vents can
reach temperatures of hundreds of degrees andndioaid.

Water has the second highest molar specific hgstatly of any known substance, after
ammonia, as well as a high heat of vaporization68®J-mal*), both of which are a
result of the extensive hydrogen bonding betwesnniblecules. These two unusual
properties allow water to moderate Earth's climayebuffering large fluctuations in
temperature.

The maximum density of water occurs at 3.98 °C 1B89F). It has the anomalous
property of becoming less dense, not more, whendboled down to its solid form, ice.

It expands to occupy 9% greater volume in thisdssiate, which accounts for the fact of
ice floating on liquid water.

lts Density is 1,000 kg/liquid (4 °C), and weighs 62.4 Ibfft(917 kg/ni, solid). It
weighs 8.3454 Ib/gal. (US, liquid)

Water is miscible with many liquids, such as ethhamoall proportions, forming a single
homogeneous liquid. On the other hand, water andt mils are immiscible usually



forming layers according to increasing density frdme top. As a gas, water vapor is
completely miscible with air.

- Water forms an azeotrope with many other solvents.
« Water can be split by electrolysis into hydroged arygen.

« As an oxide of hydrogen, water is formed when hgdro or hydrogen-containing
compounds burn or react with oxygen or oxygen-aairtg compounds. Water is not a
fuel, it is an end-product of the combustion of togen. The energy required to split
water into hydrogen and oxygen by electrolysis my ather means is greater than the
energy that can be collected when the hydrogeroapgen recombine.

« Elements which are more electropositive than hyeinaguch as lithium, sodium, calcium,
potassium and caesium displace hydrogen from wébeming hydroxides. Being a
flammable gas, the hydrogen given off is dangetaus the reaction of water with the
more electropositive of these elements may be nilfl@xplosive.

3.3.2 Taste and odor

Water can dissolve many different substances, giitirvarying tastes and odors. Humans and
other animals have developed senses which enate tih evaluate the portability of water by
avoiding water that is too salty or putrid. Thetéasf spring water and mineral water, often
advertised in marketing of consumer products, @srifrom the minerals dissolved in it.
However, pure bD is tasteless and odorless. The advertised poirispring and mineral water
refers to absence of toxins, pollutants and micsobe

3.3.3 Distribution in nature
3.3.3.1 In the universe

Much of the universe's water is produced as a loyproof star formation. When stars are born,
their birth is accompanied by a strong outward wafdgas and dust. When this outflow of
material eventually impacts the surrounding gas,stiiock waves that are created compress and
heat the gas. The water observed is quickly pradiucéhis warm dense gas.

Water has been detected in interstellar cloudsinvihr galaxy, the Milky Way. Water probably
exists in abundance in other galaxies, too, becasssomponents, hydrogen and oxygen, are
among the most abundant elements in the univemgerstellar clouds eventually condense into
solar nebulae and solar systems such as ours.

Water vapor is present in
« Atmosphere of Mercury: 3.4%, and large amountsatewin Mercury's exosphere

« Atmosphere of Venus: 0.002%
« Earth's atmosphere: ~0.40% over full atmosphepecally 1-4% at surface



« Atmosphere of Mars: 0.03%

« Atmosphere of Jupiter: 0.0004%

« Atmosphere of Saturn —in ices only

« Enceladus (moon of Saturn): 91%

- exoplanets known as HD 189733 b and HD 209458 b.

Liquid water is present on

« Earth: 71% of surface
Strong evidence suggests that liquid water is ptegest under the surface of Saturn's moon
Enceladus. Jupiter's moon Europa may have liquiterwan the form as a 100 km deep
subsurface ocean, which would amount to more whéar is in all the Earth's oceans.

Water ice is present on

« Earth — mainly as ice sheets
« polar ice caps on Mars

« Moon
« Titan
« Europa

« Saturn's rings

« Enceladus

+ Pluto and Charon

« Comets and comet source populations (Kuiper belt@aort cloud objects).

Water ice may be present on Ceres and Tethys. Vdatkrother volatiles probably comprise
much of the internal structures of Uranus and Neptand the water in the deeper layers may be
in the form of ionic water in which the moleculese&k down into a soup of hydrogen and
oxygen ions, and deeper down as superionic watevhich the oxygen crystallises but the
hydrogen ions float around freely within the oxydattice.

Some of the Moon's minerals contain water molecies instance, in 2008 a laboratory device
which ejects and identifies particles found smafoants of the compound in the inside of
volcanic pearls brought from Moon to Earth by thgoho 15 crew in 1971. NASA reported the
detection of water molecules by NASA's Moon Mineggl Mapper aboard the Indian Space
Research Organization's Chandrayaan-1 spacectaéptember 2009.

3.4.3.2 Water and habitable zone

The existence of liquid water, and to a lesserréxits gaseous and solid forms, on Earth are
vital to the existence of life on Earth as we knawhe Earth is located in the habitable zone of
the solar system; if it were slightly closer to farther from the Sun (about 5%, or about 8
million kilometers), the conditions which allow thkree forms to be present simultaneously
would be far less likely to exist.



Earth's gravity allows it to hold an atmosphere.t&/avapor and carbon dioxide in the
atmosphere provide a temperature buffer (greenhetiset) which helps maintain a relatively
steady surface temperature. If Earth were smallérinner atmosphere would allow temperature
extremes, thus preventing the accumulation of wateept in polar ice caps (as on Mars).

The surface temperature of Earth has been relgtis@hstant through geologic time despite
varying levels of incoming solar radiation (insabaf), indicating that a dynamic process governs
Earth's temperature via a combination of greenhgases and surface or atmospheric albedo.
This proposal is known as ti&aia hypothesis

The state of water on a planet depends on ambresspre, which is determined by the planet's
gravity. If a planet is sufficiently massive, thater on it may be solid even at high temperatures,
because of the high pressure caused by gravity, \eas observed on exoplanets Gliese 436 b
and GJ 1214 b.

4.0 Conclusion

Students have learnt the following resources tbamtribute to competition:
Territory, water and sunlight.

5.0 Summary

According to the competitive exclusion principlepesies less suited to compete for
resources should either adapt or die out. Accortbngvolutionary theory, this competition
within and between species for resources playstiaatrrole in natural selection, however,
competition may play less of a role than expanaimiong larger groups such as families.

6.0 Tutor-Marked Assignments

List and explain four resources that contributedmpetition in animals.

List five physical and chemical properties of water

Write a formula for calculating sunlight.

Explain the following in territory: 1. spraying Refence 3.Classic territories

PwbdE
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1.0 Introduction

A population is all the organisms that both belong to the sapexies and live in the same
geographical area. The area that is used to d#imeopulation is such that inter-breeding is
possible between any pair within the area and nmmebable than cross-breeding with
individuals from other areas. Normally breedingsidstantially more common within the area
than across the border.

In sociology, population refers to a collectionlafman beings. Demography is a sociological
discipline which entails the statistical study efnan populations. This article refers mainly to
human population.

2.0 Objectives:
At the end of this unit students should be able to:

1. Define population and population genetics.
2. Explain Human population control

3.0 Main Content
3.1 Population genetics

In population genetics a population is a set ohnrgms in which any pair of members can breed
together. This implies that all members belonde®osame species and live near each other.

3.2 World human population

As of 16 March 2011, the world population is estiatbby the United States Census Bureau to
be 6.906 billion.

According to papers published by the United St&tessus Bureau, the world population hit 6.5
billion (6,500,000,000) on 24 February 2006. ThetéthNations Population Fund designated 12
October 1999 as the approximate day on which wpdpgulation reached 6 billion. This was
about 12 years after world population reached %ohilin 1987, and 6 years after world
population reached 5.5 billion in 1993. The popolatof some countries, such as Nigeria and
China is not even known to the nearest millionthee is a considerable margin of error in such
estimates.



Growth
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3.2.1 Population growth

Population growth increased significantly as th@uktrial Revolution gathered pace from 1700
onwards. The last 50 years have seen a yet moiek iregpease in the rate of population growth
due to medical advances and substantial increasesgricultural productivity, particularly
beginning in the 1960s, made by the Green Revaiutin 2007 the United Nations Population
Division projected that the world's population Wikely surpass 10 billion in 2055. In the future,
world population has been expected to reach a pegkowth, from there it will decline due to
economic reasons, health concerns, land exhaustidrenvironmental hazards. There is around
an 85% chance that the world's population will sjopwing before the end of the centufhere

is a 60% probability that the world's populationlwiot exceed 10 billion people before 2100,
and around a 15% probability that the world's papah at the end of the century will be lower
than it is today. For different regions, the datel assize of the peak population will vary
considerably.

The population pattern of less-developed regionghefworld in recent years has been marked
by gradually declining birth rates following an lkgar sharp reduction in death rates. This

transition from high birth and death rates to lowthband death rates is often referred to as the
demographic transition.

3.2.2 Control

Human population control

Human population control is the practice of ariffity altering the rate of growth of a human
population. Historically, human population contriods been implemented by limiting the
population's birth rate, usually by government neiegdand has been undertaken as a response to



factors including high or increasing levels of pdyeenvironmental concerns, religious reasons,
and overpopulation. While population control camoilve measures that improve people's lives
by giving them greater control of their reprodunticome programs have exposed them to
exploitation.

Worldwide, the population control movement was \actthroughout the 1960s and 1970s,
driving many reproductive health and family plarquiprograms. In the 1980s, tension grew
between population control advocates and womeradththactivists who advanced women's
reproductive rights as part of a human rights-baggatoach. Growing opposition to the narrow
population control focus led to a significant chang population control policies in the early
1990s.

4.0 Conclusion

Students had learnt about population in genergbulation genetics,world population growth
and human population control

5.0 Summary

According to papers published by the United St@&tessus Bureau, the world population hit 6.5
billion (6,500,000,000) on 24 February 2006. ThetéthNations Population Fund designated 12
October 1999 as the approximate day on which wpdpgulation reached 6 billion. This was
about 12 years after world population reached %ohilin 1987, and 6 years after world
population reached 5.5 billion in 1993. The popolatof some countries, such as Nigeria and
China is not even known to the nearest millionthese is a considerable margin of error in such
estimates.

6.0 Tutor-Marked Assignment
1. Explain the following terms:

I. Population
II. Demodraphy.

2. Explain population genetics.
3. Explain human population control
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1.0 Introduction

A population cycle in zoology is a phenomenon whpopulations rise and fall over a
predictable period of time. There are some spesgtesre population numbers have reasonably
predictable patterns of change although the fasoas for population cycles is one of the major
unsolved ecological problems. There are a numbé&addbrs which influence population change
such as availability of food, predators, diseasescimate.

2.0 Objectives

At the end of this unit,students should be able to:

Define population cycle.

List four factors that cause or contribute to pagioh cycle.

Explain population cycle in some animals
Explain relationships between predators and prey.

PwnE

3.0 Main Contents
3.1 Occurrence in mammal populations

Olaus Magnus, the Archbishop of Uppsala in cer8rmaéden, identified that species of northern
rodents had periodic peaks in population and phbtigwo reports on the subject in the middle
of the 16th century.

In North America, the phenomenon was identifiegp@pulations of the snowshoe hare. In 1865,
trappers with the Hudson's Bay Company were cagchlanty of animals. By 1870, they were

catching very few. It was finally identified thabte cycle of high and low catches ran over
approximately a ten year period.

The most well known example of creatures which hay®pulation cycle is the lemming. The
biologist Charles Elton first identified in 1924atithe lemming had regular cycles of population
growth and decline. When their population outgrdivs resources of their habitat, lemmings
migrate, although contrary to popular myth, theyndbjump into the sea.

3.2 Other species
While the phenomenon is often associated with rtsjéindoes occur in other species such as the

ruffed grouse. There are other species which hawegyular population explosions such as
grasshoppers where overpopulation results in lamatms in Africa and Australia.



3.3 Relationships between predators and prey

There is also an interaction between prey withqukci cycles and predators. As the population
expands, there is more food available for predatéssit contracts, there is less food available
for predators, putting pressure on their populatiombers.

4.0 Conclusion

Students had learnt about population cycle, faacontributing to population cycle and
Relationships between predators and prey

5.0 Summary
There are some species where population numbers teasonably predictable patterns of
change although the full reasons for populationesycs one of the major unsolved ecological
problems.
6 Tutor-Marked Assignments
1 What is population cycle?
2 List four factors that cause or contribute toydaion cycle.
3 Explain population cycle in snowshoes and lemming
4 Explain relationships between predators and prey.
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1.0 Introduction

Population control is the practice of artificiallftering the size of any animal populatioeside:
humans. It typically refers to the taof limiting the size of an animal population dwat it
remains manageable, as opposed to the act of pngie& speciedrom excessive rates
extinction, which is referred to as conservatiooidyyy.

2.0 Objectives
At the end of this unit, students should be able to

1. Define population control in animals.

2. List and explain four biotic factors and abiotictiars that can be used ¢ontrol animal
population apart from humans.

3. List and discuss two active methods for populationtrol.

4. Explain contributions of ecologists on populati@mtol.



3.0 Main Content

3.1 Factors influencing population control

Population control in animals can be influencedabyariety of factors. Humans can gre
influence the size of animal populations they digetteract with Various humans activiti
(e.g. hunting, farming, fishing, industrialimat and urbanization) all impact various ani
populations.

Animal population control is the practice of intem@ally altering the size of any anin
population besides humans. It may involve cullitggnslocation, or manipulation of {
reproductive cpability. The growth of animal population may beniied by environment
factors such as food supply or predation.

The main biotic factors that effect population gtiowclude:

« Food both the quantity and the quality of food are artpnt. Snails, forxample, cannc
reproduce successfully in an environment low ircicah, no matter how much food th
is, because they need this mineral for shell growth

« Predators- as a prey population becomes larger, it becomasrefas predators to fin
prey. If thenumber of predators suddenly falls, the prey sgatight increase in numk
extremely quickly.

« Competitors- other organisms may require the same resources tinenenvironmen
and so reduce growth of a population.For examplepkdnts compete for light
Competition for territory and for mates can draatic reduce the growth of individu
organisms.

- Parasites These may cause disease, and slow down the grawthearoductive rate
organisms within a population.

Important Abiotic factors affecting population gribwnclude:

- Temperature- Higher temperatures speed up enzyatlyzed reactions and incre
growth.

- Oxygen availability- affects the rate of energy production by resmmt

+ Light availability - for photosynthesis. light may also controlduig cycles in anima
and plants.

« Toxins and pollutants tissue growth can be reduced by the presence ogxample
sulphur dioxide, and reproductive success may feetafl by pollutants such as estro
like substances.

3.2 Methods for active population control
Animal euthanasiais often used as a final resort to controlling aainpopulations. |

Tangipahoa Parish, Louisiana, the parish performass euthanasia on the entire animal shelter
population, including 54 cats and 118 dogs thatewmrt to death due to a widespread disease



outbreak that spread among the animals.

Neutering is another option available to contrahaai populations. The annual Spay Day USA
event was established by the Doris Day Animal Leatyupromote the neutering of pe
especially those in animal shelters, so that thmuladion remains controllable.

3.3 Examples

Several efforts have been made to control the pdipul of ticks, which act as vectoo a
number of diseases and therefore pose a risk t@hsim

3. 4 Dynamics of Predation

3.4.1 How do predation and resource availability dive changes in natural population8

Populations of organisms do not remain constaetntmber of individuals within a populati
changes, sometimes dramalligafrom one time period to the next. Ecologists/e documente
examples of such fluctuations in a wide varietpifanisms, including algae, invertebrates,,fish
frogs, birds, and mammals such as rodents, largebiioees, and carnivores.

Ecologists ave long wondered about the factors that regulath dluctuations, and eal
research suggested that resource availability pgysmportant role. Researchers found
when resources (food, nesting sites, or refugesk Wimited, populations would déne a:
individuals competed for access to the limitingorgses. Such bottomp control helped f
regulate the population around carrying capadigre recently, scientists have discovered
predation can also influence the size of the pgyutation by acting as a tagwwn control. Ir
reality, the interactiorbetween these two forms of population control wtogether to driv
changes in populations over time. Additional fast@much as parasites and diseeae furthe
influence population dynamics.

4.0 Conclusion

Students have learnt population control in animiigtic and abiotic factors used populatior
control apart from human and other factors thatbmnsed in population control.

5.0 Summary

Populations of organisms do not remaimstant; the number of individuals within a popwa
changes, sometimes dramatically, from one timeodeo the next. Ecologists have docume
examples of such fluctuations in a wide varietpfanisms, including algae, invertebrates,,fish
frogs, birds, and mammals such as rodents, largebiioees, and carnivores.



6.0 Tutor-Marked Assignments
1. What is population control in animals?
2. List and explain four biotic factor and abiotic fiaxs that can be used to control animals.
3. List and discuss two active method for populationtml apart from humans.
4. Explain contributions of ecologists on populatiamtol
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1.0 Introduction

There is also an interaction between prey with pircicycles and predators. As the population
expands, there is more food available for predatssit contracts, there is less food available
for predators, putting pressure on their populatiombers.
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Figure 1: Population cycles in a Swedish forest mamity

The top figure (a) shows changes in population ®mizgoles and small game. The striped arrows
indicate years in which voles consumed tree bark asarginal food. The bottom figure (b)
illustrates how predator populations change inti@iato prey abundance.

Some of the most notable examples of populatiomgés occur in species that experience large,
cyclic swings in population size. Quite often, #has/cles co-occur with population cycles of
other species in the same location. For examptefares Yulpes vulpesin northern Sweden
prey on voles, grouse, and hares. Studies of thgseies have demonstrated linked population
cycles in each of the prey species, with populatieaks every 3-4 years (Figure 1). What drives
these cycles?

Grouse, hares, and voles feed on vegetation, anaudilability of their preferred foods will
influence the population size of each. The avditginf food acts as a bottom-up control that
affects population size. In years when their pref@food items are abundant, populations will
grow. When preferred foods are scarce, individoalst turn to less desirable foods to prevent



starvation. They grow more slowly, reproduce less| populations decline. When vole
populations peak and competition for food is stestgthey turn to bark as a marginal food, and
this shift in foraging behavior coincides with goptation decline (Figure 1a). Grouse and hare
populations cycle in a manner comparable to théseles, which suggests that food availability
plays a role in regulating populations of thesélveres.

Foxes prefer to consume voles and other small tedbat will occasionally eat grouse and
hares when voles are less abundant. We would eipegtdthe number of foxes in the population
would increase as availability of their preferredd increases, and studies have demonstrated
that this does, in fact, occur (Figure 1b). Owl plagions cycle in a similar manner, closely
following the abundance of voles.

As predator populations increase, they put grestain on the prey populations and act as a top-
down control, pushing them toward a state of declirhus both availability of resources and
predation pressure affect the size of prey popmatiWe cannot easily determine the extent to
which each of these controls drives populationey@h the Swedish boreal forest, because this
system is not amenable to caging experiments,tbdies show that food and predation work
together to regulate population sizes.

2.0 Objectives
At the end of this unit, students should be able to
1. Explain Population cycles in a Swedish forest comityu
2. Explain modeling predator-prey interaction usirggka-Volterra models

3. Explain host —parasite interaction taking the csisgly of bacteria Francisella
tularensis)

4. Discuss in full foraging behavior using Vole-foxsggm

3.0 Main Content

3.1 Experimental Studies of Snowshoe Hare Populatis
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Figure 2: Outcome of the snowshoe hare field erpent

Average showshoe hare density increased under taomsliof supplemental food and predator-
removal. Density increased dramatically when botidfand predation were modified.

Field experiments by Charles J. Krebs and colleadueve experimentally teased apart the
influence of food abundance and predation on snow/élare I(epus americanygopulations in
Canada. They established nine 1?lotocks in undisturbed forest. Three plots seng&dantrols.
The researchers used the remaining six to testffeets of resource availability, predation, and
the interaction of both factors on snowshoe hanguladions. They stocked two blocks with
supplemental food for the duration of the experittenest the effect of resource availability. To
test the effect of predation pressure, they endldg® blocks with electric fences to exclude
mammalian predators (hawks and owls retained accEssy treated the remaining two blocks
with fertilizer to increase plant abundance. Of tlve predator-exclusion blocks, one contained
supplemental food to examine the influence of eource availability and predation pressure.
The food supplements provided higher-quality natseéhan did plants growing in the forest. On
each of these plots, they captured, marked andsedethe hares twice each year: in March,
before the onset of the breeding season, and inob®ct at the onset of winter.

Krebs and colleagues followed snowshoe hare papokion the nine plots over a course of



eight years, through one population cycle in whioé population peaked and declined on each
study plot. At the end, they averaged the numbédraoés over the experiment. They found that
blocks with supplemental food increased hare degnbitee-fold, whereas fertilizer increased
plant biomass on treated plots, but did not comedpto an increase in hares. These findings
suggest that resource quality, rather than resocavedability, acts as a bottom-up control on
hare populations. The predator exclusion blockeeeed the average density of hares two-fold,
which supported the idea that hare populations \ats@ controlled from the top-down through
predation. The most striking finding of the stu@yree from the plot that both excluded predators
and had supplemental food supplies. This block eepeed an 11-fold increase in average hare
density relative to the controls (Figure 2). Theearchers found that the increased density of
hares was due to both higher survival and repragiucin the study plots.

3.2 Modeling Predator-Prey Interactions

* Prey
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Figure 3: Graphical view of the Lotka-Volterra mbde



Predator and prey populations cycle through tinsepradators decrease numbers of prey. Lack
of food resources in turn decrease predator abwedamd the lack of predation pressure allows
prey populations to rebound.

To survive and reproduce, individuals must obtaioffigent food resources while
simultaneously avoiding becoming food for a predaithe snowshoe hare study demonstrates
the role of both predator avoidance and food albdifa on population sizes. The trade-off
between food intake and predator avoidance is asityeaddressed in the field, and ecologists
have turned to mathematical models to better utml@isforaging behavior and predator-prey
dynamics, just as economists and atmospheric stient  do.

Lotka-Volterra models provide a useful tool to hplgpulation ecologists understand the factors
that influence population dynamics. They have bperticularly useful in understanding and
predicting predator-prey population cycles. Althbughe models greatly simplify actual
conditions, they demonstrate that under certacuanstances, predator and prey populations can
oscillate over time (Figure 3) in a manner simtlarthat observed in the populations described
above.

3.3 Foraging Behavior

Few systems oscillate in the cyclical manner oséhdescribed thus far. In reality, predator-prey
systems are complex; they often involve multipledators and multiple types of prey. What
factors influence the type of prey an individuakgator takes? What influences the foraging
behavior of prey species? Under ideal circumstarenesndividual will encounter high-quality
food items on a regular basis. These preferredsf@odvide the most nutritional benefit with the
fewest costs. Costs for an organism may be hantiling (e.g., time required to catch prey or
remove a nut from its shell) or presence of chelsjcuch as tannins, that reduce the nutritional
quality of the food item.

When preferred foods are scarce, organisms musttsta other, less-desirable alternatives. The
point at which an organism should make this skiftdt easy to predict. It depends upon many
factors, including the relative abundance of edctn® foods, the potential costs associated with
each food, and other factors, such as the risk >gfosure to predators while eating.

Consider the vole-fox system described in the Besttion. Field volesMicrotus agrestiy and
bank voles Clethrionomys glareolyspreferentially consume forbs and grasses, but té
turn to the bark from trees when their preferredd® become scarce. Bark contains poorer-
quality nutrients than do grasses and forbs. Intiatg voles must venture into the open to
approach trees to feed on bark, making them molreekable to predation by foxes, which rely
on sight to find their prey. Only when the preferfeods are very difficult to find—as occurs
during times of population peaks—do voles switchadok.



3.4 Increasing Complexity: Host-parasite Interactie

Thus far, we have focused on herbivore-plant ictevas and predator-prey interactions, but
parasites also play an important role in regulapogulations of their hosts. THeaancisella
tularensisbacteria that cause tularemia are commonly fountath voles and hares in the
Swedish boreal forest. Voles serve as a host spdoieF. tularensisand do not display
symptoms of disease; however other species, suntoastain hared epus timidus do exhibit
symptoms of tularemia when infected. Infection Imede bacteria may play a role in the
population cycles of these species (Figure 1b)jyghowve currently lack data that demonstrate a
causal link.

Other parasites, however, have been shown to intpacbverall food web. The ectoparasite
Sarcoptes scabigs a mite that causes sarcoptic mange. In thelRf@s and early 1980s, mange
infected red foxes in Sweden, decreasing the nwniodér foxes in the community by
approximately 70%. Erik R. Lindstrom and colleaguwese surprised to discover that a decline
in the fox population did not affect numbers ofesmlwhich continued to oscillate as before. The
fox population decline did, however, result in e&sed population sizes of mountain hares and
grouse.S. scabieireduced the strength of top-down control exertgdfdxes on these prey
species, which increased numbers of individuathénprey populations and damped the 3-4 year

oscillation in population size for each (Figure 4).
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Figure 4: Population changes during a sarcopticgaautbreak

Parasites with complex life cycles require two Bpst some of these systems, prey function as
intermediate hosts for the parasite, with predatacing as primary hosts. Parasites can
manipulate the behavior of the intermediate hoshéde transmission to the primary host more



likely. These changes typically occur when the pigeas at a stage of its life cycle when it can
successfully infect the primary host. Behavioraamfpes that favor parasite transmission often
involve unusual foraging behavior on the part & ithtermediate host: foraging in locations that
make the individual more susceptible to predatipithie primary host. As a result, parasites can
change the size of prey populations during timeleafvy infestation; as the parasites infect the
primary host, predator populations may also decline

Species interactions occur on many levels, asqfaatcomplex, dynamic system in ecological
communities. Predators, prey, plants, and paraait@sfluence changes in population sizes over
time. Simple systems may undergo large, cyclicahges, but communities with more complex
food webs are likely to experience more subtletshif response to changes in parasite load,
predation pressure, and herbivory. Consider, howetle&at humans have impacted many
ecological communities by removing predators omuoitg the availability of resources. How
will such changes affect population fluctuationsha rest of the community?

3.5 Evolutionary Dynamics of Predator-Prey SystemsAn Ecological Perspective

Evolution takes place in an evolutionary settingt ttypically involves interactions with other
organisms. To describe such evolution, a structuneeded which incorporates the simultaneous
evolution of interacting species. Here a formalnfeavork for this purpose is suggested,
extending from the microscopic interactions betwielividuals- the immediate cause of natural
selection, through the mesoscopic population dyogamesponsible for driving the replacement
of one mutant phenotype by another, to the macpmsgocess of phenotypic evolution arising
from many such substitutions. The process of cagiol that results from this is illustrated in
the predator-prey systems. With no more than cqialé information about the evolutionary
dynamics, some basic properties of predator-prevaation become evident. More detailed
understanding requires specification of an evohaig dynamic; two models for this purpose are
outlined, one from our own research on a stochgsticess of mutation and selection and the
other from quantitative genetics. Much of the iagrin coevolution has been to characterize the
properties of fixed points at which there is nalier phenotypic evolution. Stability analysis of
the fixed points of evolutionary dynamical systeimseviewed and leads to conclusions about
the asymptotic states of evolution rather thanedsiit from those of game-theoretic methods.
These differences become especially important vevefution involves more than one species.

4.0 Conclusion

Students have learnt so far the following:
Population cycles in a Swedish forest community .
Modeling predator-prey interactions.

Lotka-Volterra models .



Host —parasite interaction taking the case studyacferia (Francisella tularensig and foraging
behavior

5.0 Summary

Species interactions occur on many levels, asqfaatcomplex, dynamic system in ecological
communities. Predators, prey, plants, and paraait@sfluence changes in population sizes over
time. Simple systems may undergo large, cyclicahges, but communities with more complex
food webs are likely to experience more subtletshif response to changes in parasite load,
predation pressure, and herbivore. Consider, howeat humans have impacted many
ecological communities by removing predators omoitg the availability of resources. How
will such changes affect population fluctuationsha rest of the community?

6.0 Tutor-Marked Assignments
1. Explain Population cycles in a Swedish forest comityu
2. Explain modeling predator-prey interaction usirajda-Volterra models

3. Explain host —parasite interaction taking the casedy of bacteria Francisella
tularensis.

4. Discuss in full foraging behavior using Vole-foxssgm
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1.0 Introduction

Demography is the statistical study of human population.dhde a very general science that
can be applied to any kind of dynamic human pomrathat is, one that changes over time or
space (see population dynamics). It encompassestulig of the size, structure and distribution
of these populations, and spatial and/or tempdraihges in them in response to birth, migration,
aging and death.

Demographic analysis can be applied to whole sesietlr to groups defined by criteria such as
education, nationality, religion and ethnicity. tigionally, demography is usually considered a
field of sociology, though there are a number oejpendent demography departments.

Formal demography limits its object of study to the measurement opuylations processes,
while the more broad field of social demography yapon studies also analyze the



relationships between economic, social, culturall drological processes influencing a
population.

The term demographics is often used erroneouslyléonography, but refers rather to selected
population characteristics as used in governmerdrketing or opinion research, or the
demographic profiles used in such research.

2.0 Objectives
At the end of this unit, students should be able to

Explain the term demography.

Explain the term direct and indirect demographic

List and explain eight methods use in demographics.

List and discuss three ways by which populationtmachanged

PN E

3.0 Main Content

3.1 Data and methods
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There are two methods of data collection: direct iadirect.

1. Direct data come from vital statistics registribatttrack all births and deaths as well as
certain changes in legal status such as marriagercé, and migration (registration of
place of residence). In developed countries withdgregistration systems (such as the
United States and much of Europe), registry stesisire the best method for estimating
the number of births and deaths.



A census is the other common direct method of ctiflg demographic data. A census is usually
conducted by a national government and attemptentamerate every person in a country.
However, in contrast to vital statistics data, whiare typically collected continuously and
summarized on an annual basis, censuses typiaailyr @nly every 10 years or so, and thus are
not usually the best source of data on births aadhg. Analyses are conducted after a census to
estimate how much over or undercounting took place.

Censuses do more than just count people. Theyatpicollect information about families or
households, as well as about such individual charatcs as age, sex, marital status,
literacy/education, employment status and occupatiad geographical location. They may also
collect data on migration (or place of birth or pfevious residence), language, religion,
nationality (or ethnicity or race), and citizenshilp countries in which the vital registration
system may be incomplete, the censuses are alsoassa direct source of information about
fertility and mortality; for example the censusdstloe People's Republic of China gather
information on births and deaths that occurredhi@ 18 months immediately preceding the
census.

2. Indirect methods of collecting data are requiredcauntries where full data are not
available, such as is the case in much of the dpired world. One of these techniques is
the sister method, where survey researchers aslewdmow many of their sisters have
died or had children and at what age. With theseeys, researchers can then indirectly
estimate birth or death rates for the entire pdpma Other indirect methods include
asking people about siblings, parents, and children

There are a variety of demographic methods foretfiog population processes. They include
models of mortality (including the life table, Goerfz models, hazards models, Cox
proportional hazards models, multiple decremerg tdbles, Brass relational logits), fertility

(Hernes model, Coale-Trussell models, parity pregjom ratios), marriage (Singulate Mean at
Marriage, Page model), disability (Sullivan's methamultistate life tables), population

projections (Lee Carter, the Leslie Matrix), angbplation momentum (Keyfitz).

« Thecrude birth rate, the annual number of live births per 1,000 people

« The general fertility rate, the annual number of live births per 1,000 wonuén
childbearing age (often taken to be from 15 to é@ryg old, but sometimes from 15 to
44).

- age-specific fertility rates, the annual number of live births per 1,8@@men in
particular age groups (usually age 15-19, 20-24 etc

« Thecrude death rate the annual number of deaths per 1,000 people.

- Theinfant mortality rate , the annual number of deaths of children less thgear old
per 1,000 live births.

« Theexpectation of life(or life expectancy), the number of years whichratividual at a
given age could expect to live at present mortéditels.

« Thetotal fertility rate , the number of live births per woman completing teproductive
life, if her childbearing at each age reflectedrent age-specific fertility rates.

- Thereplacement level fertility, the average number of children a woman must frave
order to replace herself with a daughter in thetngeneration. For example the



replacement level fertility in the US is 2.11. Thimeans that 100 women will bear 211
children, 103 of which will be females. About 3%tbé alive female infants are expected
to decease before they bear children, thus progud® women in the next generation.

- Thegross reproduction rate the number of daughters who would be born to mmaro
completing her reproductive life at current ageesfpefertility rates.

- The net reproduction ratio is the expected number of daughters, per newborn
prospective mother, who may or may not survivert #arough the ages of childbearing.

« A stable population one that has had constant crude birth and de&dk for such long
time that the percentage of people in every agesalamains constant, or equivalently,
the population pyramid has an unchanging structure.

« A stationary population, one that is both stable and unchanging in size difference
between crude birth rate and crude death ratedg.ze

A stable population does not necessarily remaiedfix size, it can be expanding or shrinking.

Note that the crude death rate as defined aboveapplied to a whole population can give a

misleading impression. For example, the numbereattlts per 1,000 people can be higher for
developed nations than in less-developed countiiespite standards of health being better in
developed countries. This is because developedigesimave proportionally more older people,

who are more likely to die in a given year, so tiat overall mortality rate can be higher even if
the mortality rate at any given age is lower. A emoomplete picture of mortality is given by a

life table which summarises mortality separatelgath age. A life table is necessary to give a
good estimate of life expectancy.

The fertility rates can also give a misleading iegsion that a population is growing faster than
it in fact is, because measurement of fertilitesabnly involves the reproductive rate of women,
and does not adjust for the sex ratio. For exanipéepopulation has a total fertility rate of 4.0

but the sex ratio is 66/34 (twice as many men a®nevy, this population is actually growing at a
slower natural increase rate than would a populdtaving a fertility rate of 3.0 and a sex ratio
of 50/50. This distortion is greatest in India anganmar, and is present in China as well.

3.2 Basic equation

Suppose that a country (or other entity) cont&®apulation persons at time What is the size of
the population at time+ 1 ?

Population. ; = Population + Naturalincrease+ Netmigration
Natural increase from timeot + 1:

Naturalincrease= Births — Deaths
Net migration from time tot + 1:

Netmigration = Immigration — Emigration



This basic equation can also be applied to subptipnk. For example, the population size of
ethnic groups or nationalities within a given stgier country is subject to the same sources of
change. However, when dealing with ethnic groupst figration™ might have to be subdivided
into physical migration and ethnic reidentificati@ssimilation). Individuals who change their
ethnic self-labels or whose ethnic classificatiorgovernment statistics changes over time may
be thought of as migrating or moving from one pagioh subcategory to another.

More generally, while the basic demographic equatiolds true by definition, in practice the
recording and counting of events (births, deatmnigration, emigration) and the enumeration
of the total population size are subject to erBw.allowance needs to be made for error in the
underlying statistics when any accounting of popoitasize or change is made.

3.3 History

Demographic thoughts can be traced back to anyicaiitd are present in many civilisations and
cultures, like Ancient Greece, Rome, India and @hin ancient Greece, this can be found in the
writings of Herodotus, Thucidides, Hippocrates,dtpus, Protagoras, Polus, Plato and Aristotle.
In Rome, writers and philosophers like Cicero, $angMarcus Aurelius, Epictetus, Cato and
Collumella also expressed important ideas on ttasrgd.

In the Middle ages, Christian thinkers devoted mtiofe in refuting the Classical ideas on
demography. Important contributors to the field ev&William of Conches, Bartholomew of
Lucca, William of Auvergne, William of Paguld,and Ibn Khaldun.

The Natural and Political Observations ... upon thel8ibf Mortality (1662) of John Graunt
contains a primitive form of life table. Mathemaaics, such as Edmond Halley, developed the
life table as the basis for life insurance mathérsaRichard Price was credited with the first
textbook on life contingencies published in 17¢&llofved later by Augustus de Morgan, ‘On the
Application of Probabilities to Life Contingenciggd'838).

At the end of the 18th century, Thomas Malthus tated that, if unchecked, populations would
be subject to exponential growth. He feared thaugadion growth would tend to outstrip growth
in food production, leading to ever-increasing faenand poverty (see Malthusian catastrophe).
He is seen as the intellectual father of ideasvefgopulation and the limits to growth.

The period 1860-1910 can be characterized as @der transition wherein demography
emerged from statistics as a separate field ofreéste This period included a panoply of
international ‘great demographers’ like Adolphe @iet (1796-1874), William Farr (1807-
1883), Louis-Adolphe Bertillon (1821-1883) and bhan Jacques (1851-1922), Joseph Korosi
(1844-1906), Anders Nicolas Kaier (1838-1919), RidnBockh (1824-1907), Wilhelm Lexis
(1837-1914) and Luigi Bodio (1840-1920) contributed¢he development of demography and
to the toolkit of methods and techniques of demplgi@analysis.



3.4 Transition
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not estimates or projections.

Contrary to Malthus' predictions and in line witls ithoughts on moral restraint, natural
population growth in most developed countries hasirdshed to close to zero, without being

held in check by famine or lack of resources, agpfgein developed nations have shown a
tendency to have fewer children. The fall in popalagrowth has occurred despite large rises in
life expectancy in these countries. This patterpagulation growth, with slow (or no) growth in

pre-industrial societies, followed by fast growth the society develops and industrializes,
followed by slow growth again as it becomes morguant, is known as the demographic
transition.

Similar trends are now becoming visible in ever endeveloping countries, so that far from
spiraling out of control, world population growth éxpected to slow markedly in this century,
coming to an eventual standstill or even decliniflge change is likely to be accompanied by
major shifts in the proportion of world populatiam particular regions. The United Nations
Population Division expects the absolute humbenfaints and toddlers in the world to begin to
fall by 2015, and the number of children under $20625.

The figure in this section shows the latest (200K) projections of world population out to the
year 2150 (red = high, orange = medium, green 3.Idwe UN "medium" projection shows
world population reaching an approximate equilibrivat 9 billion by 2075. Working
independently, demographers at the Internationslitite for Applied Systems Analysis in
Austria expect world population to peak at 9 billiby 2070. Throughout the 21st century, the
average age of the population is likely to contitmése.



3.4.1 Science of population

Populations can change through three processéstyfemortality, and migration.

Fertility involves the number of children that wamkave and is to be contrasted with
fecundity (a woman's childbearing potential).

Mortality is the study of the causes, consequene@sl, measurement of processes
affecting death to members of the population. Damoigers most commonly study

mortality using the Life Table, a statistical demwvhich provides information about the

mortality conditions (most notably the life expettg) in the population.

Migration refers to the movement of persons fromoegin place to a destination place

across some pre-defined, political boundary. Migratresearchers do not designate
movements ‘'migrations’ unless they are somewhatgreent. Thus demographers do not
consider tourists and travelers to be migratingil®lemographers who study migration

typically do so through census data on place ofdeese, indirect sources of data
including tax forms and labor force surveys are aisportant.

Demography is today widely taught in many univeégsitacross the world, attracting students
with initial training in social sciences, statistior health studies. Being at the crossroads of
several disciplines such as sociology, economipgleeniology, geography, anthropology and
history, demography offers tools to approach adasemnge of population issues by combining a
more technical quantitative approach that represtird core of the discipline with many other
methods borrowed from social or other sciences. @gaphic research is conducted in
universities, in research institutes as well astatistical departments and in several internationa
agencies. Population institutions are part of thergd (International Committee for
Coordination of Demographic Research) network whilest individual scientists engaged in
demographic research are members of the Interrztionion for the Scientific Study of
Population or, in the United States, the Populafiesociation of America.

4.0 Conclusion

Demography is today widely taught in many univési across the world, attracting students
with initial training in social sciences, statistior health studies. Being at the crossroads of
several disciplines such as sociology, economipgleeniology, geography, anthropology and
history, demography offers tools to approach adasemnge of population issues by combining a
more technical quantitative approach that represtird core of the discipline with many other
methods borrowed from social or other sciences.

5.0 Summary

Demographic research is conducted in universitresgsearch institutes as well as in statistical
departments and in several international agenBiepulation institutions are part of the Cicred
(International Committee for Coordination of Demaginic Research) network while most
individual scientists engaged in demographic reteare members of the International Union
for the Scientific Study of Population or, in thenitéd States, the Population Association of



America. A stable population does not necessaeityain fixed in size, it can be expanding or
shrinking.

6.0 Tutor-Marked Assignment

1) Explain the term demography?

2) Explain the term direct and indirect demographic

3) List and explain eight methods used in demographics

4) List and discuss three ways by which populationlmachanged.
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1.0 Introduction

Behavioral ecology or ethoecology is the study of the ecological and evolutionaagib for
animal behavior, and the roles of behavior in eingban animal to adapt to its environment
(both intrinsic and extrinsic). Behavioral ecologyerged from ethology after Niko Tinbergen
(a seminal figure in the study of animal behavanlined the four causes of behavior.

If an organism has a trait which provides them vatkelective advantage (i.e. has an adaptive
significance) in a new environment natural selectill likely favor it. Adaptive significance
therefore refers to the beneficial qualities, imre of increased survival and reproduction, a trait
conveys.

For example, the behavior of flight has evolved etoas times in reptiles (Pterosaur), birds,
many insects and mammals (bats) due to its adapigveficance—for many species, flight has
the potential to increase an animal's ability tcage from predators and move swiftly between
habitat areas, among other things, thereby inargagie organism's chances of survival and
reproduction. In all instances, the organism adagpto flight had to have "pre-adaptions" to
these behavioral and anatomical changes. Feathersbiids initially evolving for
thermoregulation then turned to flight due to tleadfits conveyed (see Origin of avian flight);
insect wings evolving from enlarged gill plates dige efficiently "sail" across the water,
becoming larger until capable of flight are two doexamples of this. At every stage slight
improvements mean higher energy acquisition, loamegrgy expenditure or increased mating
opportunities causing the genes that convey thags to increase within the population. If these
organisms did not have the required variation fatural selection to act upon either due to
phylogenetic or genetic constraints, these behawiauld not be able to evolve.

However, it is not sufficient to apply these exp@lons where they seem convenient. Viewing

traits and creating unsubstantiated theories ost"30 Stories" as to their adaptive nature have
been deeply criticized. Stephen Jay Gould and Richawontin (1979) described this as the

"adaptationist programme”. To be rigorous, hypatsesegarding adaptations must be

theoretically or experimentally tested as with aoientific theory.

The hypothesis of the evolution of insect flight fexample has been tested through wing
manipulation experiments. Empirical observationscwhadhere to the conditions prosed also
provide evidence. For instance, one can supposenen birds are not at risk of being eaten
they might lose the ability to fly as the constroetof functional wings are costly to produce and
take away energy which could be used to incredsprafig production or survival, a trend many
island flightless birds such as the Kakapo, thegBenand the now extinct Dodo demonstrate in
the absence of natural predators.

2.0 Objectives

At the end of this unit, students should be abtle t

1. Understand behavior ecology.
2. Explain ontogenetic and mechanism under Proximatesation.



3. State Tinbergen's Four Questions and explain each of them with their
importance.

Explain optimization theory

Explain Evolutionarily stable strategies (ESS)

S

3.0 Main Content
3.1 Proximate causation

Proximate causation is divided into two factors abhiare ontogenetic and mechanistic.
Ontogenetic factors are the entire sum of expeeighcoughout the lifetime of an individual
from embryo to death. Hence, factors included esenling the genetic factors giving rise to
behavior in individuals. Mechanistic factors, as ttame implies, are the processes of the body
that give rise to behavior such as the effects@frones on behavior and neuronal basis of
behavior.

3.2 Optimization theory

Behavioral ecology, along with other areas of etrohary biology, has incorporated a number
of techniques which have been borrowed from opttion theory. Optimization is a concept
that stipulates strategies that offer the highegirn to an animal given all the different factors
and constraints facing the animal. One of the sastplvays to arrive at an optimal solution is to
do a cost/benefit analysis. By considering the athges of a behavior and the costs of a
behavior, it can be seen that if the costs outwtighbenefits then a behavior will not evolve and
vice versa. This is also where the concept of theetoff becomes important. This is because it
rarely pays an animal to invest maximally in any c@havior. For example, the amount of time
an ectothermic animal such as a lizard spends ifigag constrained by its body temperature.
The digestive efficiency of the lizard also incremsvith increases in body temperature. Lizards
increase their body temperature by basking in the. $However, the time spent basking
decreases the amount of time available for foragBagking also increases the risk of being
discovered by a predator. Therefore, the optimalking time is the outcome of the time
necessary to sufficiently warm itself to carry digt activities such as foraging. This example
shows how foraging is constrained by the need tk latrinsic constraint) and predation
pressure (extrinsic constraint).

A often quoted behavioural ecology hypothesis isvkm as Lack's brood reduction hypothesis
(named after David Lack). Lack's hypothesis pasitsevolutionary and ecological explanation
as to why birds lay a series of eggs with an asyadus delay leading to nestlings of mixed age
and weights. According to Lack, this brood behawiguan ecological insurance that allows the
larger birds to survive in poor years and all bimsurvive when food is plentiful.



3.3 Differential reproductive success

Ultimately, behavior is subject to natural selectjost as with any other trait. Therefore animals
that employ optimal behavioral strategies spedifictheir environment will generally leave
greater numbers of offspring than their suboptic@hspecifics. Animals that leave a greater
number of offspring than others of their own spe@ee said to have greater fithess. However,
environments change over time. What might be goeldatior today might not be the best
behavior in 10,000 years time or even 10 years.tifiee behavior of animals has and will
continue to change in response to the environniBattavioral ecology is one of the best ways to
study these changes. As geneticist Theodosius Roiskly famously wrote, "nothing in biology
makes sense except in the light of evolution.”

3.4 Evolutionarily stable strategies (ESS)

The value of a social behavior depends in parthensocial behavior of an animal's neighbors.
For example, the more likely a rival male is tobdown from a threat, the more value a male
gets out of making the threat. The more likely, boer, that a rival will attack if threatened, the

less useful it is to threaten other males. Wheropulation exhibits a number of interacting

social behaviors such as this, it can evolve alestgattern of behaviors known as an

evolutionarily stable strategy (or ESS). This tederived from economic game theory, became
prominent after John Maynard Smith(1982), recoghittee possible application of the concept
of a Nash equilibrium to model the evolution of aeioral strategies.

In short, evolutionary game theory asserts thaly atiategies that, when common in the
population, cannot be "invaded" by any alternafimeitant) strategy will be an ESSs, and thus
maintained in the population. In other words, atildgrium every player should play the best
strategic response to each other. When the gatm@iplayer and symmetric each player should
play the strategy which is the best response édf.its

Therefore, the ESS is considered to be the evolatiopend point subsequent to the interactions.
As the fitness conveyed by a strategy is influenbgdvhat other individuals are doing (the

relative frequency of each strategy in the popoigti behavior can be governed not only by
optimality but the frequencies of strategies addpby others and are therefore frequency
dependent (frequency dependence).Behavioral ewalus therefore influenced by both the

physical environment and interactions between dtidviduals.

3.5 Tinbergen's Four Questions

o Most behavioral ecologists focus on answering dniéa® following questions in
their studies. They want to know either what is¢hase of the behavior; how did
the behavior develop within the individual's lifeg; what function, or functions,
does the behavior serve; or how did the behavioive? These questions are
known as Tinbergen's Four Questions and are nafftedthe behaviorist Niko
Tinbergen who developed them.



3.5.1 Explanation

(o]

Question number one deals with both environmemtdliaternal factors that may
cause behaviors, such as hormones or infringingnather animal's territory. The
answers to question number two may include botletenand the animal's past
experiences, similar to the "nature versus nurtyedblem in psychology.
Question number three asks how the behaviors wilpact the animal
immediately and its ability to adapt, such as agkihat will happen if an
animal's territory is taken by another. Questiomhar four concentrates on how
the behaviors originated and how they have chamgedill change, such as a
horse's flight instinct being exacerbated by modemse-keeping practices.

3.5.2 Importance

(o]

3.5.3

There are several reasons to study behavioral g@goRehavioral ecology can be
used as a way to interpret human social probleresefal ground-breaking
psychological studies were based on observing drfael@avior), applied to the
study of neurobiology (neuroethology combines ahimzehavior and
neuroscience) , find solutions to environmentaluéss (animal behavior is
indicative of health of the environment), help wahimal welfare (behavioral
observation is necessary for deciding how to ptogcangered species), and
bring in new interest in biological sciences (matydents find animal behavior
more interesting than other science disciplinegperé& is also a lot of interest in
animal behavior from the public. Consider all oé trecent documentaries and
books that have come out, and the popularity clrsaips.

A Behavioral Ecologist

Dr. Jennifer Borgo, a visiting assistant professbCoker College in Hartsville,
SC, is a wildlife behavioral ecologist who has stddflying squirrels, ducks,
woodpeckers, and grouse. She studies ultimate t@has opposed to proximate
behaviors. Proximate behaviors refer to questiom @h Tinbergen's Four
Questions, and ultimate behaviors refer to quedtwee. Dr. Borgo focuses on
interspecific interaction, which she describeshasihteractions between members
of different species (such as one animal huntirajraar).

4.0 Conclusion

Students must have learnt the following: The megrof behavior ecology,
ontogenetic and mechanism under Proximate causaflambergen's Four
Questions , optimization theory and evolutionasilgble strategies



5.0 Summary

Behavioral ecology emerged from ethology after Nikobergen (a seminal figure in the study
of animal behavior) outlined the four causes ofdwédr.

7 Tutor-Marked Assignments

Explain behavior ecology.

Explain ontogenetic and mechanism under Proximaisation.
State Tinbergen's Four Questions and explain eaelobthem.
4 Explain optimization theory

Evolutionarily stable strategies

ab~hwWwNBEF

7.0 References

Marden, J.H. & M.G. Kramer (1994) Surface-skimmstgneflies: a possible intermediate stage
in insect flight evolution. Science, Vol. 266, 4230

Amundsen, T.; Slagsvold, T. (1996). "Lack's Brd®eduction Hypothesis and Avian Hatching
Asynchrony:  What's Next?". Oikos 76 (3): 613-620. do0i:10.2307/3546359.
http://jstor.org/stable/3546359.

Pijanowski, B. C. (1992). "A Revision of Lack's Bib Reduction HypothesisThe American
Naturalist139(6): 1270-1292. doi:10.1086/285386.

Further reading

« J.R. Krebs and Nicholas Daviesn Introduction to Behavioural EcologiSBN 0-632-
03546-3

« J.R. Krebs and Nicholas Davié€dghavioural Ecology: an evolutionary approadSBN
0-86542-731-3



Unit 2 Bat as a case study of an African Mammal
Content

1.0 Introduction

2.0 Objectives

3.0 Main

3.1 Classification and evolution
3.1.1 Fossil bats
3.2 Habitats
3.3 Anatomy
3.3.1 Echolocation
3.3.2 Other senses
3.3.3 Wings
3.3.4 Other
4 Behaviour
4.1 Reproduction
4.2 Hunting, feeding, and drinking
4.2.1 Hunting
= 4.2.2 Feeding and diet

4.2.2.1 Vitamin C

4.2.2.2 Aerial insectivores
4.2.2.3 Forage gleaners (diet of non-flying insects
4.2.2.4 Fruits and flower nectar

4.2.2.5 Vertebrates



4.2.2.6 Blood
4.2.3 Results of eating
4.2.4 Drinking
5 Conservation efforts
5.1 Artificial roosts
5.2 Threats
5.2.1 White nose syndrome
5.2.2 Barotrauma and wind turbines

5.2.3 Pathogens and role in the transmission afiaees

5.0 Conclusion
6.0 Summary
7.0 Tutor-Marked Assignments

8.0 References

1.0 Introduction

Bats are flying mammals in the ord@hiroptera (pronounced /ka Iroptara/). The forelimbs of
bats are webbed and developed as wings, making theranly mammals naturally capable of
true and sustained flight. By contrast, other mafarsaid to fly, such as flying squirrels, gliding
possums and colugos, glide rather than fly, andordy glide for short distances. Bats do not
flap their entire forelimbs, as birds do, but isstdlap their spread out digits, which are very
long and covered with a thin membrane or patagi@hitopteracomes from two Greek words,
cheir (yeip) "hand" andoteron(rtepov) "wing."

There are about 1,100 bat species worldwide, whegresent about twenty percent of all
classified mammal species. About seventy percelbats are insectivores. Most of the rest are
frugivores, or fruit eaters. A few species suclthasFish-eating Bat feed from animals other than
insects, with the vampire bats being the only mal@amaparasite species. Bats are present
throughout most of the world and perform vital egptal roles such as pollinating flowers and



dispersing fruit seeds. Many tropical plant spedegend entirely on bats for the distribution of
their seeds.

The smallest bat is the Kitti's Hog-nosed Bat, meag 29-34 mm (1.14-1.34 in) in length,
15 cm (5.91 in) across the wings and 2-2.6 g (@@WB-0z) in mass, The largest species of bat is
the Giant Golden-crowned Flying-fox, which is 33833mm (13.23-13.50 in) long, has a
wingspan of 1.5 m (4 ft 11 in) and weighs approxghal.1-1.2 kg (2-3 Ib).

2.0 OBJECTIVES

At the end of unit, students should be able to:

explain why bat is classified as a mammal, clasgibn and evolution of bat , behavior of bat
under feeding hunting ,reproduction, habitat sedecttc.

3.0 MAIN CONTENT

3.1 Classification and evolution

.|
Giant Golden-crowned Flying-foXdcerodon jubatus

Bats are mammals. Sometimes they are mistakenlgdc&lying rodents" or "flying rats", and
they can also be mistaken for insects and birdsrélare two traditionally recognized suborders
of bats:



+ Megachiroptera (megabats)
« Microchiroptera (microbats/echolocating bats)

Not all megabats are larger than microbats. Theondigtinctions between the two suborders
are:

« Microbats use echolocation: megabats do not with élception ofRousettusand
relatives.

« Microbats lack the claw at the second toe of theliimb.

« The ears of microbats do not close to form a rihg:edges are separated from each other
at the base of the ear.

« Microbats lack underfur: they are either nakedawrenguard hairs.

Megabats eat fruit, nectar or pollen while mostrofats eat insects; others may feed on the
blood of animals, small mammals, fish, frogs, frygbllen or nectar. Megabats have a well-
developed visual cortex and show good visual acwtyle microbats rely on echolocation for
navigation and finding prey.

The phylogenetic relationships of the differentuge of bats have been the subject of much
debate. The traditional subdivision between Megagitera and Microchiroptera reflects the
view that these groups of bats have evolved inddgraty of each other for a long time, from a
common ancestor that was already capable of flihts hypothesis recognized differences
between microbats and megabats and acknowledgedflidiat has only evolved once in
mammals. Most molecular biological evidence suppdne view that bats form a single or
monophyletic group.

Researchers have proposed alternate views of ¢areopphylogeny and classification, but more
research is needed.

Genetic evidence indicates that megabats origindtethg the early Eocene and should be
placed within the four major lines of microbats.

Consequently, two new suborders based on moleddta have been proposed. The new
suborder Yinpterochiroptera includes the Pteropmelidbr megabat family as well as the
Rhinolophidae, Hipposideridae, Craseonycteridae,gddermatidae, and Rhinopomatidae
families. The new suborder Yangochiroptera includkshe remaining families of bats (all of

which use laryngeal echolocation). These two nelvogiers are strongly supported by statistical
tests. Teeling (2005) found 100% bootstrap supipoall maximum likelihood analyses for the

division of Chiroptera into these two modified suders. This conclusion is further supported by
a fifteen-base pair deletion in BRCAL1 and a sevasebpair deletion in PLCB4 present in all
Yangochiroptera and absent in all YinpterochirapteFhe Chiropteran phylogeny based on
molecular evidence is controversial because mid¢rgizaphyly implies that one of two

seemingly unlikely hypotheses occurred. The fitglgests that laryngeal echolocation evolved
twice in Chiroptera, once in Yangochiroptera andteonn the rhinolophoids. The second
proposes that laryngeal echolocation had a singggnan Chiroptera, was subsequently lost in



the family Pteropodidae (all megabats), and lateived as a system of tongue-clicking in the
genusRousettus

Common PipistrelleRipistrellus pipistrellus

Analyses of the sequence of the "vocalization" gdfexP2 was inconclusive of whether
laryngeal echolocation was secondarily lost in pkeropodids or independently gained in the
echolocating lineages. However, analyses of tharfhg" gene,Prestin seemed to favor the
independent gain in echolocating species rather dhsecondary loss in the pteropodids.

In addition to Yinpterochiroptera and Yangochirgptethe names Pteropodiformes and
Vespertilioniformes have also been proposed fosdhsuborders. Under this new proposed
nomenclature, the suborder Pteropodiformes inclatlesxtant bat families more closely related
to the genusPteropusthan the genud/espertiliQ while the suborder Vespertilioniformes
includes all extant bat families more closely retato the genu¥espertiliothan to the genus
Pteropus

In the 1980s, a hypothesis based on morphologmderce was offered that stated that the
Megachiroptera evolved flight separately from thdcrdchiroptera. The so-called flying
primates theory proposed that when adaptationéigiot fare removed, the Megachiroptera are
allied to primates by anatomical features thatrarieshared with Microchiroptera. One example
is that the brains of megabats show a number oarambd characteristics that link them to
primates. Although recent genetic studies supp@tionophyly of bats, debate continues as to
the meaning of available genetic and morphologealence.

Little fossil evidence is available to help map #helution of bats, since their small, delicate
skeletons do not fossilize very well. However ael &iretaceous tooth from South America
resembles that of an early Microchiropteran bate Bidest known definitely identified bat
fossils, such akcaronycteris ArchaeonycterisPalaeochiropteryxandHassianycterisare from
the early Eocene period, 52.5 million years agcesehfossil bats were already very similar to
modern microbatsArchaeopteropusformerly classified as the earliest known megaxgieran,

is now classified as a microchiropteran.



Bats were formerly grouped in the superorder Arth@tong with the treeshrews (Scandentia),
colugos (Dermoptera), and the primates, becausethef apparent similarities between
Megachiroptera and such mammals. Genetic studies haw placed bats in the superorder
Laurasiatheria along with carnivorans, pangolirdg-toed ungulates, even-toed ungulates, and
cetaceans.

.|
"Chiroptera” from Ernst Haeckek&unstformen der Naty1904
The traditional classification of bats is:

« Order Chiroptera
o Suborder Megachiroptera (megabats)
= Pteropodidae
o Suborder Microchiroptera (microbats)
= Superfamily Emballonuroidea
= Emballonuridae (Sac-winged or Sheath-tailed bats)
= Superfamily Molossoidea
= Antrozoidae (Pallid Bat and Van Gelder's Bat)
= Molossidae (Free-tailed bats)
= Superfamily Nataloidea
= Furipteridae (Smoky bats)
= Myzopodidae (Sucker-footed bats)
= Natalidae (Funnel-eared bats)
= Thyropteridae (Disk-winged bats)
= Superfamily Noctilionoidea
= Mormoopidae (Ghost-faced or Moustached bats)
= Mystacinidae (New Zealand short-tailed bats)



= Noctilionidae (Bulldog bats or Fisherman bats)
= Phyllostomidae (Leaf-nosed bats)
= Superfamily Rhinolophoidea
= Megadermatidae (False vampires)
= Nycteridae (Hollow-faced or Slit-faced bats)
= Rhinolophidae (Horseshoe bats)
= Superfamily Rhinopomatoidea
= Craseonycteridae (Bumblebee Bat or Kitti's Hog-dd3at)
= Rhinopomatidae (Mouse-tailed bats)
= Superfamily Vespertilionoidea
= Vespertilionidae (Vesper bats or Evening bats)

Megabats primarily eat fruit or nectar. In New Gaanthey are likely to have evolved for some
time in the absence of microbats. This has resutledome smaller megabats of the genus
Nyctimene becoming (partly) insectivorous to fill the vacanticrobat ecological niche.
Furthermore, there is some evidence that the fratt genusPteralopexfrom the Solomon
Islands, and its close relatik&rimiri from Fiji, have evolved to fill some niches thagne open
because there are no nonvolant or non-flying mamimahose islands.

3.1.1Fossil bats

There are few fossilized remains of bats, as teytexrestrial and light-boned. An Eocene bat,
Onychonycteris finneywas found in the fifty-two-million-year-old GredRiver Formation in
South Dakota, United States, in 2004. It had charitics indicating that it could fly, yet the
well-preserved skeleton showed that the cochlgheinner ear lacked development needed to
support the greater hearing abilities of moderrs.b@his provided evidence that flight in bats
developed well before echolocation. The team tbanhd the remains of this species, named
Onychonycteris finneyirecognized that it lacked ear and throat featpresent not only in
echolocating bats today, but also in other knowshistoric species. Fossil remains of another
Eocene batcaronycteris were found in 1960.

The appearance and flight movement of bats 52.Bomiyears ago were different from those of
bats todayOnychonycteritiad claws on all five of its fingers, whereas nrodgats have at most
two claws appearing on two digits of each handal#to had longer hind legs and shorter
forearms, similar to climbing mammals that hangambranches such as sloths and gibbons.
This palm-sized bat had broad, short wings sugugdtiat it could not fly as fast or as far as
later bat species. Instead of flapping its wingsticwously while flying,Onychonycteridikely
alternated between flaps and glides while in thie Stuich physical characteristics suggest that
this bat did not fly as much as modern bats dberaflying from tree to tree and spending most
of its waking day climbing or hanging on the braelof trees.

3.2 Habitats
Flight has enabled bats to become one of the miogtiywdistributed groups of mammals. Apart

from the Arctic, the Antarctic and a few isolateckanic islands, bats exists all over the world.
Bats are found in almost every habitat availableEamth. Different species select different



habitat during different seasons — ranging fromsgkss to mountains and even deserts — but
bat habitats have two basic requirements: roosterevthey spend the day or hibernate, and
places for foraging. Bat roosts can be found indwed, crevices, foliage, and even human-made
structures; and include "tents" that bats constoydiiting leaves.

3.3 Anatomy
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Skeleton of a Greater Mouse-eared Baydtis myotiy
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Scapulae, spine and ribsMfotis lucifuguqLittle Brown Bat).

3.3.1 Echolocation




Spectrogram of Pipistrellus Bat vocalizations. Desashown as the pulse duty cycle increases
during a close approach to prey. The bat appeansda hybrid pulse which combines a sharp
falling frequency chirp with an extended constaegtiency tail. Such a waveform may offer

combined benefits of range estimation as well agpba shift detection. Spectrogram generated
with Fatpigdog's PC based Real Time FFT Spectrualyxer.

Bat echolocation is a perceptual system where sdtrig sounds are emitted specifically to
produce echoes. By comparing the outgoing pulsé wie returning echoes the brain and
auditory nervous system can produce detailed imafjgee bat's surroundings. This allows bats
to detect, localize and even classify their pregamplete darkness. At 130 decibels in intensity,
bat calls are some of the most intense airbornaarsounds.

To clearly distinguish returning information, batsist be able to separate their calls from the
echoes they receive. Microbats use two distincteguhes.

1. Low Duty Cycle Echolocation: Bats can separatertbalis and returning echos by time.
Bats that use this approach time their short dallBnish before echoes return. This is
important because these bats contract their migaiemuscles when emitting a call so
that they can avoid deafening themselves. The itmeeval between call and echo allows
them to relax these muscles so they can clearlytheareturning echo. The delay of the
returning echos provide the bat with the abilityegtimate range to their prey.

2. High Duty Cycle Echolocation: Bats emit a continsaall and separate pulse and echo
in frequency. The ears of these bats are sharpbdtto a specific frequency range. They
emit calls outside of this range to avoid self-éa&ig. They then receive echoes back at
the finely tuned frequency range by taking advamtaigthe Doppler shift of their motion
in flight. The Doppler shift of the returning echygisld information relating to the motion
and location of the bat's prey. These bats mustwdéachanges in the Doppler shift due
to changes in their flight speed. They have adaptedhange their pulse emission
frequency in relation to their flight speed so exhatill return in the optimal hearing
range.

The new Yinpterochiroptera and Yangochiropterasifasition of bats that are supported by

molecular evidence, suggest two possibilities lier ¢volution of echolocation. It may have been
gained once in a common ancestor of all bats argltixen subsequently lost in the Old World

fruit bats, only to be regained in the Horse-Shats;bor echolocation was evolved independent
in both the Yinpterochiroptera and Yangochirpolereages.

Two groups of moths exploit a bat sense to echt¢ot@er moths produce ultrasonic signals to
warn the bats that they (the moths) are chemigadbtected or aposematic. This was once
thought to be the biological equivalent of "radamming”, but this theory has yet to be
confirmed. The moths Noctuidae have a hearing ocgdlad a tympanum, which responds to an
incoming bat signal by causing the moth's flightsclas to twitch erratically, sending the moth
into random evasive manoeuvres.

Other senses



Although the eyes of most microbat species are Isamal poorly developed, leading to poor
visual acuity, none of them are blind. Vision idido navigate microbats especially for long
distances when beyond the range of echolocatidradteven been discovered that some species
are able to detect ultraviolet light. They alsodavhigh quality sense of smell and hearing. Bats
hunt at night to avoid competition with birds, analvel large distances at most 800 km, in their
search for food.

Wings
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%hermographic image of a bat using trapped aingglation.

The finger bones of bats are much more flexibla tise of other mammals. One reason is that
the cartilage in their fingers lacks calcium anbeotminerals nearer the tips, increasing their
ability to bend without splintering. The cross-sact of the finger bone is also flattened
compared to the circular cross section that hunragef bones have, and is very flexible. The
skin on their wing membranes has more elasticity so can stretch much more than other
mammals.

The wings of bats are much thinner than those rafsbiso bats can maneuver more quickly and
more accurately than birds. It is also delicatpping easily. However the tissue of the bat's
membrane is able to regrow, such that small temmsheal quickly. The surface of their wings is
equipped with touch-sensitive receptors on smathim called Merkel cells, found in most
mammals including humans, similarly found on ourngér tips. These sensitive areas are
different in bats as each bump has a tiny haiheadenter, making it even more sensitive and
allowing the bat to detect and collect informatedsout the air flowing over its wings, thereby
providing feedback to the bat to change its shapé&sowing to fly more efficiently. An
additional kind of receptor cell is found in thengimembrane of species that use their wings to
catch prey. This receptor cell is sensitive to #tketching of the membrane. The cells are
concentrated in areas of the membrane where ins¢¢tee wings when the bats capture them.

Others

The teeth of microbats resemble insectivorans. Erewery sharp to bite through the hardened
armor of insects or the skin of fruit.



Mammals have one-way valves in veins to preventtbed from flowing backwards, but bats
also have one-way valves in arteries.

One species of bat has the longest tongue of amgmnadh relative to its body size. This is
beneficial to them in terms of pollination and feed Their long narrow tongues can reach deep
into the long cup shape of some flowers. When ttegigue retracts, it coils up inside their rib
cage.

4.0 Behaviour

Most microbats are nocturnal and are active aighil A large portion of bats migrate hundreds
of kilometres to winter hibernation dens, some pass torpor in cold weather, rousing and

feeding when warm weather allows for insects tadte/e. Others retreat to caves for winter and
hibernate for six months. Bats rarely fly in ragthe rain interferes with their echo location, and
they are unable to locate their food.

The social structure of bats varies, with some bedding a solitary life and others living in
caves colonized by more than a million bats. Theidin-fusion social structure is seen among
several species of bats. The term "fusion” refers tlarge numbers of bats that congregate
together in one roosting area and "fission" reterbreaking up and the mixing of subgroups,
with individual bats switching roosts with othersdaoften ending up in different trees and with
different roostmates.

Studies also show that bats make all kinds of seuaccommunicate with others. Scientists in
the field have listened to bats and have beentahlgentify some sounds with some behaviour
bats will make after the sounds are made.

70% of bat species are insectivorous, locatingrthpe2y by means of echolocation. Of the
remainder, most feed on fruits. Only three spesietain themselves with blood. Some species
even prey on vertebrates: these are the leaf-nostsdPhyllostomidag of Central America and
South America, and the two bulldog bhiiogtilionidag species, which feed on fish. At least two
species of bat are known to feed on bats: the &pdgat, also known as the American False
Vampire bat, and the Ghost Bat of Australia. Opecges, the Greater Noctule bat, catches and
eats small birds in the air.

Predators of bats include bat hawks and bat falcons



Reproduction

&
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Colony of Mouse-eared batdlyotis myotis

Most bats have a breeding season, which is in phnmg for species living in a temperate
climate. Bats may have one to three litters in asse, depending on the species and on
environmental conditions such as the availabilitjood and roost sites. Females generally have
one offspring at a time, which could be a resulttiid mother's need to fly to feed while
pregnant. Female bats nurse their youngsters @yl are nearly adult size; this is because a
young bat cannot forage on its own until its wiags fully developed.

Female bats use a variety of strategies to cotiteotiming of pregnancy and the birth of young,
to make delivery coincide with maximum food abilapd other ecological factors. Females of
some species have delayed fertilization, in whiglrs are stored in the reproductive tract for
several months after mating. In many such casesngnaccurs in the fall, and fertilization does

not occur until the following spring. Other specgdibit delayed implantation, in which the egg
is fertilized after mating, but remains free in treproductive tract until external conditions

become favorable for giving birth and caring fore toffspring. In yet another strategy,

fertilization and implantation both occur but dey@hent of the fetus is delayed until favorable
conditions prevail. All of these adaptations resalthe pup being born during a time of high
local production of fruit or insects.

At birth the wings are too small to be used foghti Young microbats become independent at
the age of 6 to 8 weeks, while megabats do not tnaty are four months old.



A single bat can live over 20 years, but the baiuytation growth is limited by the slow birth
rate.

4.2 Hunting, feeding, and drinking
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A very young bat in Tamil Nadu.

Newborn bats rely on the milk from their motheripples for sustenance. When they are a few
weeks old, bats are expected to fly and hunt om dven. It is up to them to find and catch their
prey, along with satisfying their thirst.

4.2.1 Hunting

Most bats are nocturnal creatures. Their daylighiré are spent grooming, sleeping, and resting;
it is during the nighttime hours that they hunteTmeans by which bats navigate while finding
and catching their prey in the dark was unknowrnl uhé 1790s, when Lazzaro Spallanzani
conducted a series of experiments on a group afilats. These bats were placed in a room
submerged in total darkness, with silk threadsnsfracross the room. Even then, the bats were
able to navigate their way through the room. Spabai concluded that the bats were not using
their eyes to fly through complete darkness, buotetbing else.

Spallanzani decided that bats were able to catdHiad their prey through the use of their ears.
To prove this theory, Spallanzani plugged the e&tke bats in his experiment. To his pleasure,
he found that the bats with plugged ears were blat @ fly with the same amount of skill and
precision that they were able to without their gdugyged.

Bats seem to use their ears to locate and catehpitesy, but how they accomplish this wasn't
discovered until the 1930s, by one Donald R. Griffcriffin, who was a biology student at
Harvard College at the time, discovered that baésacholocation to locate and catch their prey.
When bats fly, they produce a constant stream gii-pitched sounds that only bats are able to
hear. When the sound waves produced by these sbitrals insect or other animal, the echoes
bounce back to the bat, and guide them to the sourc

4.2.2 Feeding and diet
The majority of food consumed by bats includesdtsdruits and flower nectar, vertebrates and

blood. Almost three-fourths of the world’s bats amsect eaters. Insects consumed by bats
include both aerial insects, and ground-dwellingents. Each bat is typically able to consume



one third of its body weight in insects each nigirtd several hundred insects in a few hours.
This means that a group of one thousand bats amatldour tons of insects each year. If bats
were to become extinct, the insect population isutated to reach an alarmingly high number.

4.2.2.1 Vitamin C

In a test of 34 bat species from six major famibédats, including major insect and fruit-eating
bat families, found that bats in all tested fansiliave lost the ability to make vitamin C, and this
loss may derive from a common bat ancestor, asghesmutation.

4.2.2.2 Aerial insectivores

Watching a bat catch and eat an insect is diffiCLhie action is so fast that all one sees is a bat
rapidly change directions, and continue on its wagientist Frederick A. Webster discovered
how bats catch their prey. In 1960, Webster desap high-speed camera that was able to take
one thousand pictures per second. These photosleevihe fast and precise way in which bats
catch insects. Occasionally, a bat will catch aeat in mid-air with its mouth, and eat it in the
air. However, more often than not, a bat will usetail membrane or wings to scoop up the
insect and trap it in a sort of “bug net”. There that will take the insect back to its roost. There
the bat will proceed to eat said insect, often giste tail membrane as a kind of napkin, to
prevent its meal from falling to the ground.

4.2.2.3 Forage gleaners (diet of non-flying insegts

These bats typically fly down and grasp their ppéythe ground with their teeth, and take it to a
nearby perch to eat it. Generally, these bats dmetecholocation to locate their prey. Instead,
they rely on the sounds produced by the insectsieSnake unique sounds, and almost all make
some noise while moving through the environment.

4.2.2.4 Fruits and flower nectar
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A.colony of Great Fruit-eating Bats

Fruit-eating, or frugivory, is a specific habit fadiin two families of bats. Megachiropterans and
microchiropterans both include species of bat bed on fruits. These bats feed on the juices of
sweet fruits, and fulfill the needs of some seadbd dispersed. The fruits preferred by most
fruit-eating bats are fleshy and sweet, but notipaerly strong smelling or colorful. To get the
juice of these fruits, bats pull the fruit off ttrees with their teeth, and fly back to their roost
with the fruit in their mouth. There, the bat walbnsume the fruit in a specific way. To do this,
the bats crush open the fruit and eat the partsHiesfy their hunger. The remainder of the fruit;
the seeds and pulp, are spat onto the ground. Beesks take root and begin to grow into new
fruit trees. “Over one hundred and fifty types &dmis depend on bats in order to reproduce”.

Some bats prefer the nectar of flowers to insectstiber animals. These bats have evolved
specifically for this purpose. For example, theatslpossess long muzzles and long extrusible
tongues covered in fine bristles that aid themeieding on particular flowers and plants. When

they sip the nectar from these flowers, pollen gaisk to their fur, and is dusted off when the

bat takes flight, thus pollinating the plants beltdvem. The rainforest is said to be the most
benefitted out off all the biomes that bats livebecause of the large variety of appealing plants.
Because of their specific eating habits, nectadifegbats are more prone to extinction than any
other type of bat. However, according to a stuadys benefit from eating fruits and nectar just as
much from eating insects.

4.2.2.5 Vertebrates

Although most bats are not included in this grothy@re is a small group of carnivorous bats
which feed on other vertebrates and are considixedop carnivores of the bat world. These
bats typically eat a variety of animals, but nofdgnabnsume frogs, lizards, birds, and sometimes
other bats. For example, one vertebrate predatachops cirrhosusis particularly skilled at
catching frogs. These bats locate large groupsogfsfby distinguishing their mating calls from
other sounds around them. They follow the soundsdsource and pluck them from the surface
of the water with their sharp canine teeth. Anotlveample is the Greater Noctule bat which is
believed to catch birds on the wing.

There are also several species of bat that fedlonThese types of bats are found on almost all
continents. They use echolocation to detect tipglés in the water’s surface to locate fish. From
there, the bats swoop down low, inches from thesxyaind use specially enlarged claws on their
hind feet to grab the fish out of the water. Théskthen take the fish to a feeding roost and
consume the animal.

4.2.2.6 Blood
There are a few species of bat that consume blrddsvely as their diet. This type of diet is

referred to as hematophagy, and three speciest @xbibit this behavior. These species include
the Common Vampire Bat, the White-winged Vampire, Bad the Hairy-legged Vampire Bat.



The Common Vampire Bat typically consumes the blobdhammals, while the Hairy-legged
and White-winged feed on the blood of birds.

4.2.3 Results of eating

Bats’ dung, or guano, is so rich in nutrients, tihas mined from caves, bagged, and used by
farmers to fertilize their crops. Also, guano waediin the U.S. Civil War to make gunpowder.

There comes a time in the year that some batawafleat to supply themselves with food for the
night, but for the coming months. These bats aggnoéng to hibernate. To do this, the bat will
eat as much food as its body can contain, beirigtas possible. The bat’s body then takes from
the supply of fat for energy, but very slowly, besa all body activities have slowed down. This
supply of fat will last until the spring seasoniees.

4.2.4 Drinking

Generally, bats drink water. In 1960, Frederic Aelter discovered how bats are able to
acquire this water. To do this, Webster developéigh-speed camera and flashgun that could
take one thousand photos per second. Webster'saaagtured the bat's method of skimming
the surface of a body of water, and lowering it8 ta get just one drop of water. It then skims
again to get a second drop of water, and then d@gaget a third, and so on, until it has had its
fill of water. Its precision and control is veryé, and it almost never misses. Other bats such as
the flying fox or fruit bat gently skim the watessirface, then land nearby to lick water from
their chest fur.

5.0 Conservation efforts

Through conservancy efforts, such as the Orgaoizdtr Bat Conservation, bats are becoming
better understood and people beginning to undetgtencrucial role bats play in insect control
and pollination.

In the United Kingdom all bats are protected urtierWildlife and Countryside Acts, and even
disturbing a bat or its roost can be punished willeavy fine.

In Sarawak, Malaysia bats are protected specieeruhé Wildlife Protection Ordinance 1998
(see Malaysian Wildlife Law). The large Naked bs¢d Mammals of Borneo) and Greater
Nectar bat are consumed by the local communities.

Bats can be a tourist attraction. The Congress Aedridge in Austin, Texas is the summer
home to North America's largest urban bat colomyestimated 1,500,000 Mexican free-tailed
bats, which eat an estimated 10,000 to 30,000 powfdinsects each night. An estimated
100,000 tourists per year visit the bridge at gtitito watch the bats leave the roost.

5.1 Artificial roosts



Very large bat house, Tallahassee, Florida, Urfiades.

Many people put up bat houses to attract batdikesmany people put up birdhouses to attract
birds. Reasons for this vary, but mostly centeuadothe fact that bats are the primary nocturnal
insectivores in most if not all ecologies. Bat lesisan be made from scratch, made from kits, or
bought ready made. Plans for bat houses exist any m&b sites, as well as guidelines for
designing a bat house. Some conservation sociaetegyiving away free bat houses to bat
enthusiasts worldwide

A bat house constructed in 1991 at the UniversftyFlorida campus next to Lake Alice in
Gainesville, Florida has a population of over 100,@ree-tailed bats.

In Britain, British hardened field defences of WbWar Il have been converted to make roosts
for bats. Pillboxes that are well dug-in and thicilled are naturally damp and provide a stable
thermal environment that is required by bats thatilel otherwise hibernate in caves. With a few
minor modifications, suitable pillboxes can be cemed to artificial caves for bats.

Again in the UK, purpose-built bat houses are docedly built when existing roosts are
destroyed by developments such as new roads; arfe l®as been built associated with bat
bridges on the new (2008) A38 Dobwalls bypass.



5.2 Threats

Irl I
A little brown bat with white nose syndrome.

While conservation efforts are in place to protemiis, many threats still remain.
5.2.1White nose syndrome
Main article: White nose syndrome

White nose syndrome is a condition associated thighdeaths of more than a million bats in the
Northeastern United States. The disease is nanted afwhite fungus found growing on the

muzzles, ears, and wings of some afflicted batsjths not known if the fungus is the primary

cause of the disease or is merely an opportunistection. Mortality rates of 90-100% have

been observed in some caves. At least six spetiebernating bats are affected, including the
endangered Indiana bat. Because the affected speaie a long lifespan and a low birth rate of
only about one offspring per year, it is not expddhat populations will recover quickly.

5.2.2Barotrauma and wind turbines

Evidence suggests Barotrauma is causing bat fatabround wind farms. The lungs of bats are
typical mammalian lungs, and unlike the lungs atiiit has been hypothesized they are more
sensitive to sudden air pressure changes in theirediate vicinity such as wind turbines, and
are more liable to rupture them to explain thepapnt higher rate of mortality rate with such
devices. Bats suffer a higher death rate than birdee neighborhood of wind turbines since
there are no signs of external trauma, the causééan hypothesized to be a greater sensitivity
to sudden pressure fluctuations in the mammaliag than in that of birds. In addition, it has
been suggested that bats are attracted to thessusés, perhaps seeking roosts, and thereby
increasing the death rate.



5.2.3 Pathogens and role in the transmission of zooses

Among ectoparasites, bats occasionally carry fleasare one of the few mammalian orders that
cannot host lice (most of the others are water als)n

Bats are natural reservoir for a large number ahbptic pathoget® including rabies, severe
acute respiratory syndrome (SARS), Henipavirus. (Ngpah virus and Hendra virus) and
possibly ebola virus. Their high mobility, broadsttibution, and social behaviour (communal
roosting, fission-fusion social structure) makestfavvourable hosts and vectors of disease. Many
species also appear to have a high tolerance fbotang pathogens and often do not develop
disease while infected. However, contrary to fal&|ahis is not true of rabies, which is as fatal
to bats as it is to all other species. Howeveratanay be ill with rabies for a longer time than
other mammals.

In regions where rabies is endemic, only 0.5% d§ lwarry the disease. However, of the few
cases of rabies reported in the United States eyeay not caused by dogs, most are caused by
bat bites. Those that are rabid may be clumsy ridisted, and unable to fly, which makes it
more likely that they will come into contact witluhans. Although one should not have an
unreasonable fear of bats, one should avoid hapthiem or having them in one's living space,
as with any wild animal. If a bat is found in ligrquarters near a child, mentally handicapped
person, intoxicated person, sleeping person, grtpetperson or pet should receive immediate
medical attention for rabies. Bats have very siedth and can bite a sleeping person without
being felt. There is evidence that it is possilde the bat rabies virus to infect victims purely
through airborne transmission, without direct pbgbktontact of the victim with the bat itself.

If a bat is found in a house and the possibiliterposure cannot be ruled out, the bat should be
sequestered and an animal control officer callechaatiately, so that the bat can be analysed.
This also applies if the bat is found dead. Iitertain that nobody has been exposed to the bat,
it should be removed from the house. The best wagia this is to close all the doors and
windows to the room except one that opens to th&idelr The bat should soon leave.

Due to the risk of rabies and also due to healttblems related to their faecal droppings
(guano), bats should be excluded from inhabitetspErhouses. The Center for Disease Control
and Prevention provides full detailed informatiam @l aspects of bat management, including
how to capture a bat, what to do in case of exggsurd how to bat-proof a house humanely. In
certain countries, such as the United Kingdons ilégal to handle bats without a license.

Where rabies is not endemic, as throughout mosWefktern Europe, small bats can be

considered harmless. Larger bats can give a nastyThey should be treated with the respect
due to any wild animal

4.0 Conclusion



Students have learnt about the behavior of batraammal under feeding habit , reproduction,
habitats etc. They have also learnt classificadiot evolution of bat as mammals.

5.0 Summary

Bats are flying mammals in the ord&hiroptera (pronounced /ka Iroptara/). The forelimbs of
bats are webbed and developed as wings, making theranly mammals naturally capable of
true and sustained flight.

6.0 Tutor-Marked Assignments

Explain the behavior of bat under this headingraduction feeding, hunting and drinking.
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