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INTRODUCTION

CSS 343 Information Systems Security Managemeis$ a 3-credit unit course. It is a
compulsory course for both undergraduate and padigite students in the field of
Criminology and Security Studies of the Universityhe course is also recommended to
any other student(s) particularly those in the sthbArts and Social Sciences, who may
have interest in the study and survey of Informratiystems Security Management. The
course can also be taken as elective or requiratseddy other Students whose main
field(s) of discipline is not Criminology and SettyrStudies. However the course shall
consist of 20 units, which include: information lgating, information security in the 21st
century: with special emphasis on computer secgurityoduction to system analysis and
design, information system security guide to the w$ water quality management
principles i and ii, ethics of information commuaiion technology (ICT), identity and
information security integration, integrating infloation assurance into system
administration, management information systemsilisabnd associated risk, elevating
information security to business security, theinfation systems and the economics of
innocent fraud management, an overview of inforamagecurity as a risk management
function, risk assessment, risk mitigation optiomsd Mitigating Economic Risk
Through Security Technology. The knowledge indusing information communication
technology are given special attention with the afrstimulating effective knowledge of
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recent and future methodological and ethical ingblans of security management, risk
assessment options and strategies; the overaty safd security situations and agenda in
the world so that students can identify, analysd, @roffer solutions to various aspect of
conventional, modern and traditional safety managenn the work place and at other
civil arena.

The course has no compulsory prerequisite for hhéaegistered for. The course guide
informs us on what this course is all about, whadlents should appreciate in each unit,
what text materials we shall be using and how we ceke the best use of these
materials. This course guide also emphasises thé fug students to take tutor marked
assignments seriously. However, necessary infoomabn tutor marked assignments
shall be made known to students in a separatevitiech will be sent to each of them at
the appropriate time. This course is also suppavigdperiodic tutorial classes.

What You Will Learn In This Course

CSS 343: Information Systems Security Managemends a course in the field of
Criminology and Security Studies at the Nationak@pJniversity of Nigeria focuses on
a wide range of issues that bother on ways to telfasic Information Systems Security,
knowing quite well that the world today has becosnealler in terms of high quality
technology similarly accompanied with ever incragshuman insecurity with the way
and manner crimes are being committed, collapdeausiness empires and other threats
that can jeopardise the safety of any people, tndusommunity or nation. In this
course we will carefully examine, highlight, anaysand assess some issues in
Information Systems Security Management. Issuednfarmation Systems Security
Management are usually endless.

Nevertheless, the essence of Information SysterasriBe Management is at least to
provide the students with key issues going on i world of IT and the knowledge
industry, to enhance as well as to make them cdatfter in avoiding and if not
managing security threats physically or electrdhda the cybernetic world. Knowing
the impact that active involvement of civilians amoin-civilians in security and safety
management in an IT world can have, in complemgnaimd increasing the capacity of
the security personnel to carry out their dutieeatively, the course explores the
strategic importance of securing Information anfbrmation Systems security through
key checklist and models that can contribute teati¥e safety and security management.
For this reason, it is not surprising to see atgneanber of countries expending huge
resources in human, technical and financial teln®itify their environment against or
in readiness for any imagined or perceived threatd abnormal technological or
electronic warfare; and owing to the fact that siguliscourse cannot be complete
without looking at issues of science and techngl@igctronic warfare and global impact
of Information systems, trends and patterns nowiarttie future. This course covers a
wide range of issues in the private and public donmmagarding Information System
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technicalities, problems and solutions to lives ardperties, business and military
operations.

Course Aims

The overall aim of CSS 343: Information SystemsuBigc Management as a course is to
introduce you to information gathering, technologgcurity, access and control,
methodology and ethics in computer operations #@gcut is also aimed at exposing
students or readers to knowing most of the exisisgects of Information Security
Integration and models, Information Assurance Bystem Administration, Management
Information Systems Useability and Associated RMk-a-vis future trends. In
furtherance of its overall aim, the material wik@ help us to explore some other issues
like information on modern safety practices, wagnisigns in mitigating associated
security threats.

Undoubtedly, the way the course draws its refererfcem the analysis of various
information systems assessments, risk options aodels, makes it astounding and
thought provoking to providing a pathway for Afnc&tudents and Scholars in the field
of Security Studies to help engender analyticabcausness on the aspects of security in
a global world characterised by cyber technology.yAu may be aware security issues
are always to be considered important and shouldgiven attention. The course is also
aimed at understanding:

* Information gathering

* Information security in the 21st century: with sdcemphasis on computer
security

* Introduction to system analysis and design

* Information system security: a guide to the usewater quality management
principles

» Ethics of information communication technology (ICT

» ldentity and information security integration

* Integrating information assurance into system adtation

* Management information systems useability and aatmtrisk

» Elevating information security to business security

* The information systems and the economics of innbfrtaud management

* An overview of information security as a risk maeagent function

* Risk assessment

* Risk mitigation options

» Mitigating economic risk through security technolog

* Information age militaries

* Information technology impacts on war fighters

* Information technology and nature of future war

 Difficulties in information security

* The economics of information security investment
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Course Objectives

With utmost desire to achieve the aims set out eptke course has some set of
objectives as demonstrated in all the units ofcilngrse. Each unit has its own objectives.
Objectives are always included at the beginningewdry unit to assist the student in
appreciation of what he or she will come acrostherstudy of each unit to facilitate his
or her better understanding of the course CSS B&df@rmation Systems Security
Management. Students are therefore advised tothese& objectives before studying the
entire unit(s). Thus, it is helpful to do so. Ycdwosld always look at the unit objectives
after completing a unit. In this way, you can beesthat you have done what was
required of you by the unit. Stated below are thdew objectives of this course as a
whole. By meeting these objectives, you should lefeeved the aims of the course as a
whole.

At the end of the course, you should be able to:

Explain information gathering in information systeecurity

Examine information systems usability and assodiatk

Understand measures in system analysis and design

Explain the idea behind information security int@n into system
administration

Appraise information security as a risk manageriamttion

Understand the relevance of elevating informatecusity to business security
Discuss ethics of information communication teclgg! (ICT)

Explain information security in the 21st century

examine information systems and the economics giagdraud

Discuss information age militaries

Examine information technology impacts on war feght

Appraise information technology and nature of fatunsecurity

Discuss the economics of information security itvesnt

Highlight factors mitigating economic risk througécurity technology
Examine difficulties in information security

Lastly explain the various ways of assessing infdrom systems risks and
mitigation options

YVVY

YVVVVVVVVVYVYVYY

Working through this course

In completing this course, students are requiredttioy the whole units, and try to
read all (or substantial number of) the recommen@eatbooks, journals and other
reading materials including electronic resourceschEunit contains self assessment
exercise(s) and students are required to submit #ssignments for the purpose of
assessment. At the end of the course, student@dl) lsh examined. The time of the
final examination and venue shall be communicatedllt the registered students in

6



due course by relevant school authorities-studyireemanagement. Below are the
components of the course and what you are reqtordd:

Course Materials

Major component of the course include:
Course Guide

Study Units

Textbooks

Assignments Files

Presentations Schedule

agrwnE

It is incumbent upon every student to get his ardven copy of the course material. You
are also advised to contact your tutorial faciditalf you have any difficulty in getting
any of the text materials recommended for youhkentreading.

Study Units

In this course there are twenty units, divided ifdor modules, (five in each module).
Below are the units:

Module 1

Unit 1. Information gathering

Unit 2. Information security in the 21st centuryittwspecial emphasis on computer
security

Unit3. Introduction to system analysis and design

Unit4. Information system security: a guide to tmee of water quality management
principles |

Unit5. Information system security: a guide to tmee of water quality management
principles Il

Module 2

Unit 1. Ethics of information communication teclogy (ICT)

Unit 2. Identity and information security integiati

Unit 3. Integrating information assurance into eystadministration
Unit 4. Management information systems usabilitgt ansociated risk
Unit 5. Elevating information security to businesgurity
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Module 3

Unit 1. The information systems and the economfdanocent fraud management
Unit 2. An overview of information security as akimanagement function

Unit 3. Risk assessment

Unit 4. Risk mitigation options

Unit 5. Mitigating economic risk through securigchnology

Module 4

Unit 1. Information age militaries

Unit 2. Information technology impacts on war figts
Unit 3. Information technology and nature of futwar
Unit 4. Difficulties in information security

Unit 5. The economics of information security inesnt

Text books, Journals and References
Course Material

The following Text books, and journals are coursgamal recommended to each student
taking the course.

Required Readings:

Alberts, David S., John J. Garstka, Richard E. Kaynd David A. Signori. (2001)
Understanding Information Age Warfard/ashington, DC: CCRP. August.

Anderson, R.J (2001) "Security Engineering - A Guide to Building Depeblda
Distributed SystemsWiley ISBN 0-471-38922-6.

Bartram, J. and Ballance, R. [Eds] (1998Bater Quality Monitoring. A Practical Guide
to the Design and Implementation of Freshwater @uaGtudies and Monitoring
ProgrammesPublished on behalf of UNEP and WHO by Chapman &, Handon.

Barwise, Jon and John Etchemendy. (2001). "Computésualization, and the Nature
of Reasoning." Accessible in PDF format fi#p://morpheus.hartford.edu/~anderson/

Baskerville R & Wood-Harper T (1996) A Critical Bpective on Action Research as a
Method for Information Systems Research. Journdhfafrmation Technology 11: 235-
246.



Chapman D. and Jackson, J. (1996 )Biological manio In: J. Bartram and R. Balance
[Eds] Water Quality Monitoring. A Practical Guide to tlbesign and Implementation of
Freshwater Quality Studies and Monitoring Progransnfeublished on behalf of UNEP
and WHO by Chapman & Hall, London, 263-302.

CNN: http://www.cnn.com/2002/US/01/31/rumsfeld.sg@adex.html. January 31,
2002. Network Centric Warfare Department of Defense RefmoCongressJuly 2001.
pp. 12-14.

Combelles Siegel, Pascale. (1998)rget Bosnia: Integrating Information Activities i
Peace OperationdNashington, DC: CCRP and National Defense Unityerdanuary.

Comptroller's Handbook. 1995. Management Infornmat®ystems. A Call to Actionfor
Corporate Governance. A, AICPA, ISACA,NACD,
www.theiia.org/eSAC/pdf/BLG0331.pdf; March 2000.

Computer Systems Laboratory Bulletifhreats to Computer Systems: An Overview
March 1994.

Dimensional Advances for Information ArchitectureJoanne Twining, Library
Philosophy and
Practice,Vol. 1 No. 2 (Spring 1999)

Fagin, Robert and Chris Kwak. ( 200iternet Infrastructure and ServiceBear
Stearns,.

GALBRAITH, John Kenneth (2004): The economics ofianent fraud: Truth for our
time, Boston: Houghton Mifflin.

Goetz, E. and Johnson, M.E. (2006) Embedding Inédion Security Risk Management
into the Extended Enterprise: An Executive WorkshidacNamee Center for Digital
Strategies Tuck School of Business at Dartmouth UniversifgA. Available online at
http://mba.tuck.dartmouth.edu/digital/Programs/@ogpeEvents/CIO_Ri
skManage/Overview.pdf, accessed on 18 February.2009

H Varian, Managing Online Security Risks. Econoi@aence Column, The New York
Times, June 1, 2000, http: //lwww.nytimes.com/ligfanancial/ columns/060100econ-
scene.html

Hayes, Margaret Daly and Gary F. Wheatley, eds96)l9teragency and Political-
Military Dimensions of Peace Operations: Haiti—A g8aStudy Washington, DC:
National Defense University..



Jim Garamone. ( 2002). “Flexibility, Adaptabiliag Heart of Military Transformation.”
American Forces Press Service

Johnson, D.G. (1994 omputer Ethicssecond edition; Englewood Cliffs, NJ, Prentice
Hall

K.E.Kendell and J.E.Kendell (2002.) Systems Analyand Design. Pearson Education
Asia pp.117-196.

KANT, Immanuel (1795): Perpetual Peace : a philbscgd essay, At
http://www.constitution.org/kant/perpeace.txt

Laudon, K.C., Traver, C.G. and Laudon J.P.( 1996jormation Technology and
Society, pp.513.

Liu, W., Tanaka, H. and Matsuura, K. (2007) EmgiHénalysis Methodology for
Information-Security Investment and Its Applicatiom Reliable Survey of Japanese
Firms, Regular Pape?SJ Digital Courier 3: 585 — 599.

LOO, Ivo and SOETE, Luc (1999) : ‘The Impact of firology on Economic Growth:
Some New ldeas and Empirical Considerations’, Rebddemoranda 017, Maastricht:

Matsuura, K. (2008) Productivity Space of InformatiSecurity in an Extension of the
Gordon-Loeb’s Investment ModelThe Seventh Workshop on the Economics of
Information Security25-28 June 2008, Hanover, USA.

Micki Krause, Harold F. Tipton, (2004). “ Handboo&f Information Security
Management”, Vol 1-3 CRC Press LLC.

NIST Special Publication 800-1An Introduction to Computer Security: The NIST
Handbook October 1995.

NIST Special Publication 800-14Generally Accepted Principles and Practices for
Securing
Information Technology Systen®eptember 1996. Co-authored with Barbara Guttman.

NIST Special Publication 800-265ecurity Self-Assessment Guide for Information
Technology SystemA&ugust 2001.

R. M. Fano. ( 1965).The MAC System: The ComputalitytApproach.IEEE Spectrum
2(1):55-64,
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Schrage, Michael. 199Ghared Minds: the New Technologies of CollaboratiNew
York: Random House.

Shapiro, C. and Varian, H, (1998)nformation Rules'Harvard Business School Press
ISBN 0-87584-863-X

Srinidhi, B., Yan, J. and Tayi, G.K. (2008) Firm## Resource Allocation to
Information Security in the Presence of Financiati2ss,Working paper Series 2008-
17, School of Economic Sciences, Washington Statevddsity, USA. Available online

at www.ses.wsu.edu/PDFFiles/WorkingPapers/Yan/Srinldan_GiriJune

2008MISQ.pdf, accessed on 09 February 2009.

Stuart Mc Clure, Joel Scrambray, George Kurtz, 20Bfacking Exposed”, Tata
McGraw-Hill,

Su, X. (2006) An Overview of Economic Approaches li@formation Security
Management, Technical Report TR-CTIT-06-8®&ntre for Telematics and Information
TechnologyUniversity of Twente, Information Systems GroupsEmede, ISSN 1381 —
3625, Netherlands.

Tanaka, H., Matsuura, K. and Sudoh, O. (2005) \Walbiity and Information Security
Investment: An Empirical Analysis of e-local Goverent in Japan,Journal of
Accounting and Public Polig\Elsevier, 2005(24): 37-59.

V.Rajaraman (2002). Analysis and Design of InfoiioraSystems. Prentice Hall of India

Varian, H. (1999) Intermediate Microeconomics- A Modern Approadffth edition,
WW Norton and Company, New York,; ISBN 0-393- 97980

Varian, H. Managing Online Security Risks", Econor8cience Column, The New York
Times, June 1, 200Mttp://www.nytimes.com/library/financial€olumns/060100econ-
scene.html.

Wentz, Larry, ed. (1998)essons from Bosnia: The IFOR Experieng&shington, DC:
CCRP and National Defence University.. pp. 167-187.

Willemson, J. (2006) On the Gordon and Loeb Modat fnformation Security
Investment, presented &he Fifth Workshop on the Economics of Informat@eurity

(WEIS 2006), University of Cambridge, UK, 26- 28n8u2006. Available online at
http://www.ut.ee/~jan/publ/economics.ps, access&¥ dNovember 2007.

Assignment File
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In this file you will find the necessary detailstbk assignments you must submit to your
tutor for assessment. The marks you get from thesegnments will form part of your
final assessment in this course,

Assessment

There are two aspects to the assessment of thesecokirst are the tutor-marked
assignment; second there is the written examinaliotackling the assignments, you are
expected to apply information and knowledge acauicuring this course. The
assignments must be submitted to your tutor foessaent in accordance with the
deadlines stated in the Assignment file. The wark yubmit to your tutor for assessment
will count for 30% of your total course work. Atetend of the course, you will need to
sit for a final three-hour examination. This wilsa count for 70% of your total course
mark.

Tutor- Marked Assignment

There are twenty tutor-marked assignments in tbisrse. You need to submit four
assignments out of which the best three will beduse your assessment. These three
assignments shall make 30% of your total cours&wassignment question for the units
in this course are contained in the assignment Yitei should be able to complete your
assignments from the information and materialsaioet in your set textbooks, reading
and study units. However, you are advised to ukeraeferences to broaden your view
point and provide a deeper understanding of thgestibVhen you have completed each
assignment, send it together with TMA (Tutor-Mark&slsignment) file to your tutor.
Make sure that each assignment gets to your tutar defore the deadline. And in case
of being unable to complete your work on time, eshtyour tutor or better still your
study centre manager (overseer) before the sulimiggiadline of assignments elapses to
discuss the possibility of an extension

Final examination and grading

The final examination of CSS 343 shall be of thheers duration and have a value of
70% of the total course grade. The examinationl sfoalsist of questions which reflect
the type of self-testing. Practice exercises ardrtmarked problems you have come
across. All areas of the course will be assessed. &fe advised to revise the entire
course after studying the last unit before youf@itthe examination. You will find it
useful to review your tutor-marked assignments tlwiedcomments of your tutor on them
before the final examination.

Course Marking Scheme
This table shows how the actual course markingakdn down.

Assessment Marks

Assignment 1-4 Four assignments are to be submibttedof

which the three best shall be considered at

12



10% each, making 30% of the overall scorg

Final Examinatior

70% of overall course mar

Total

100% of course marks.

Table 1: Course Marking Scheme
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Course Overview

The table brings together the entire units conthimnethis course, the number of weeks
you should take to complete them, and the assigtatieat follow them.

Unit | Title Week’s | Assessment (end of
Activity | unit)

Course Guide 1

1. | Information gatherin 1 Assignment

2. | Information security in the 21st centun?2 Assignment 2
with special emphasis on computer
security

3. | Introduction to system analysis and design 2 Assimt 3

4. | Information system security: a guide to i Assignment 4
use of water quality management
principles |

5. | Information system security: a guide to the Assignment 5
use of water quality manageme
principles Il

6. | Ethics of information communicatiorb Assignment 6
technology (ICT

7. |ldentity and information  security6 Assignment 7
integratior

8. | Integrating information assurance int6 Assignment 8
system administration

9. | Management information systems usabili# Assignment 9
and associated risk

10. | Elevating information security to business Assignment 10
security

11.| The information systems and th8 Assignment 11
economics of innocent fraud management

12.| An overview of information security as|® Assignment 12
risk management function

13. | Risk assessment 10 Assignment 13

14.| Risk mitigation options 11 Assignment 14

15. | Mitigating economic risk through securityl1 Assignment 15
technology

16. | Information age militarie 12 Assignment 1

17.| Information technology impacts on wat3 Assignment 17
fighters

18. | Information technology and nature |of4 Assignment 18
future wa

19. | Difficulties in information security 15 Assignmeh®
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20.| The economics of information security6 Assignment 20
investmen
21.| Revision 17
22.| Examination 18
Table 2: Course Overview
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Presentation Schedule

The presentation schedule included in your couraemnal gives you the important dates
for the completion of tutor-marked assignments atidnding tutorials. Remember you
are required to submit all your assignments bydhe date. You should guard against
falling behind in your work.

How To Get The Best From This Course

In distance learning the study units replace theeausity lecturer. This is one of the great
advantages of distance learning; you can read amkl through specially designed study
materials at your own pace, and at a time and plaaesuits you best. Think of it as
reading the lecture instead of listening to a lemtun this same way that a lecturer might
set you some reading to do, the study units tell when to read your set of books or
other materials. Just as a lecturer might give goun-class exercise, your study units
provide exercises for you to do at appropriate {goikach of the study units follows a
common format. The first item is an introductiorthe subject matter of the unit and the
course as a whole. Next is a set of learning olest These objectives shall let you
know what you should be able to do by the time lyave completed the unit. You should
use these objectives to guide your study. Whenhaue finished the units, you must go
back and check whether you have accepted the olgectf you have a habit of doing
this you will significantly improve your chances dissing the course. The main body of
the unit guides you through the required readingfother sources.

Reading Section

Remember that your tutor’s job is to assist youeWdver you need help, do not hesitate
to call and ask your tutor to provide it.

1. Read this Course Guide thoroughly.

2. Organise a Study Schedule. Refer to the ‘Courseviaxe’ for more details. Note the
time you are expected to spend on each unit andthevassignments related to the
units. Whatever method you choose to use, you dhdetide on and write in your
own dates for working on each unit.

3. Once you have created your own study scheduleyeything you can to stick to it.
The major reason why students fail is that theylgtind with their course work. If
you get into difficulties with your schedule, pledst your tutor know before it is too
late for help.

4. Turn to Unit 1 and read the introduction and thgolives for the unit.
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5. Assemble the study materials. Information abouttwioa need for a unit is given in
the ‘Overview’ at the beginning of each unit. Youllwlmost always need both the
study unit you are working on and one of your smks on your desk at the same
time.

6. Work through the unit. The content of the unitlitdé&as been arranged to provide a
sequence for you to follow. As you work through tivéts you will be instructed to
read sections from your set books or other materidse the unit to guide your
reading.

7. Review the objectives for each study unit to confthat you have achieved them. if
you feel unsure about any of the objectives, revfeavstudy materials or consult your
tutor.

8. When you are confident that you have achieved &sunbjectives, you can then start
on the next unit. Proceed unit by unit throughdbarse and try to pace your study so
that you keep yourself on schedule.

9. When you have submitted an assignment to your fatamarking, do not wait for its
return before starting on the next unit. Keep tarygchedule. When the assignment is
returned pay particular attention to your tutorésyenents, both on the tutor-Marked
Assignment form and also on what is written onabksignment. Consult your tutor as
soon as possible if you have any questions or prol

10.After completing the last unit, review the coursel grepare yourself for the final
examination. Check that you have achieved theabjéctives (listed at the beginning
of each unit) and the course objectives (listetthim Course-Guide).

Facilitators/Tutors and Tutorials

There are between eight (8) and twelve (12) hotitatorials provided in support of this
course. The dates, time and venue of these twtastall be communicated to you. The
name and phone number of your tutor will be madelable to you immediately you are
allocated a tutorial group. Your tutor will markcanomment on your assignments, keep
a close watch on your progress and on any diffesiyou might encounter and provide
assistance to you during the course. You must gmail tutor marked assignments to
your tutor well before the due date (at least twasking days are required). They will be
marked by your tutor and returned to you as soomoasible. Do not hesitate to contact
your tutor by phone, e-mail, or discussion boargati need help. You will definitely
benefit a lot by doing that. Contact your tutor if:

= You do not understand any part of the study unith® assigned readings;
= You have difficulty with the self-tests or exer@sand ;
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You have a question or problem with an assignmeith your tutor's comment
on an assignment or with the grading of an assiginme

You should make an effort to attend the tutoridlsus, it is the only opportunity you

have to enjoy face contact with your tutor and $& guestions which are answered
instantly. You can raise any problem encounteragtiencourse of your study. To gain the
maximum benefits from the course tutorials, preparquestion list before attending
them. You will learn a lot from participating insgussion actively.

Summary

CSS: 343 aims to expose you to issues, ideas atitbdatogies, models in engaging
some common technicalities in information Systemecufity Management in

safeguarding human life in both private and publienains. As you complete this
course, you should be able to answer and discassmably the following:

AN N NA NN YV N N N N NN

Information security in the 21st century

Information gathering in information system segurit

Information systems usability and associated risk

Measures in system analysis and design

Information security integration into system adrsiration

Information security as a risk management function

Information security in doing business security

Ethics of information communication technology (ICT

Examine information systems and the economicsaafdfrmanagement
Information age militaries

Information technology and nature of future inségur

Economics of information security investment

Factors mitigating economic risk and security texbgy

Difficulties and solutions in information systensgcurity management

Finally, you are advised to read the course mategpreciably well in order to prepare
fully and not to be caught unprepared by the fiagamination questions. So, we
sincerely wish you success in your academic caegou will find this course, CSS 343
very interesting. You should always avoid examomatnalpractices!
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Module 1
Unit 1. Information Gathering
Unit 2. Information Security in the 21st Century: With Special Emphasis on
Computer  Security
Unit 3. Introduction to System Analysis and Degin
Unit 4. Information System Security: A Guide tothe Use of Water Quality
Management
Principles |
Unit 5. Information system security: A Guide tothe Use of Water Quality
Management
Principles Il

Unit 1

INFORMATION GATHERING
Contents

1.0 Introduction

2.0 Obijectives

3.0 Main body

4.0 Conclusion

5.0 Summary

6.0 Tutor Marked Assignment
7.0 References/ Further Reading

1.0 Introduction

The main purpose of gathering information is tced®ine the information requirements
of an organization. Information requirements ardemf not stated precisely by
management. It is the analyst’s responsibility tepare a precise Systems Requirements
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Specifications (SRS), which is easily understood@{pby users, as SRS document is a
vital document before starting a project

2.0 Objectives
This unit aims at Understanding key points in:
1. Information gathering, strategies, and methods
2. System requirements specification,
3. classification of requirements as strategic, tattioperational and statutory

3.0 Main body

A strategy should always be available for an anatygjather information. The strategy
consists of identifying information sources, evoltyia method of obtaining information
from the identified sources and using an informatiow model of organization

INFORMATION SOURCES

The main sources of information are users of tletesy, forms and documents used in
the organization, procedure manuals, rule booksreports used by the organization and
existing computer programs(If Any).

INFORMATION GATHERING METHODS: SEARCHING FOR INFORM ATION
Information can be gathered by interviewing topelevmanagement, middle level
management and operational staff. Besides Intesvigiup discussions also help the
analyst to gather information. It is not possibée dbtain all information in a single
interview, more than one interview is thus required

PLANNING AN INTERVIEW

Before starting the interview the analyst must malist of people to be interviewed and
in what order, plan and note down a list of questito be asked, plan several interviews
with same person-mainly to clarify doubts and wmiar groups as appropriate.

INTERVIEWING TECHNIQUE

There are some guidelines to ensure a successéuliew: Make a prior appointment

with the person to be interviewed and meet himhatadllotted time. Read background
material and go prepared with the checklist. Spatgose of interview. Be punctual and
pay attention to what user says. Do not use comparigon. Obtain both quantitative and
qualitative Information. Discriminate between essgrand desirable requirements. State
what you understand and get it confirmed. Do notgmy interview and summarize the

information gathered by you during the intervievd arrify this with the user

USE OF QUESTIONNAIRES
Questionnaires are useful for collecting statistitzta. Sometimes the questionnaires are
not promptly replied and several follow-ups/perdanterviews may be required to get
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guestionnaires back from respondents But if thesgmenaires are short the probability
of getting the reply is high When data has to béected from large number of people
guestionnaires are useful.

OTHER METHODS OF INFORMATION GATHERING
Other methods of information search are:
1. Systems used in other similar organization
2. Observe workflow in workplace
3. Repository of systems developed for similar orgatnins available.

SYSTEM REQUIREMENTS SPECIFICATION (SRS)

SRS is obtained after extensive discussions with tiser. System requirements
specification specifies what Information requiretsewill be provided. It does not

specify how the system will be designed. Develo@fRfs is most important and difficult

task of a Systems analyst

How SRS is developed

An analyst examines the current system, finds loeishortcomings of the system as seen
by the user. He then develops an SRS which is statetable by the user and which can
be used for detailed design of the system.

Ideal characteristics of SRS
* Complete and Unambiguous.
» Specifies operational, tactical, and strategicrimfation requirements
» Eliminates possible later disputes between usatfaalyst
» Uses Graphical aids understood by users who areamputer literate and will
also be useful in design.
e Jargon Free.

DEVELOPING A DOCUMENT FLOW DIAGRAM

EXAMPLE WORD STATEMENT

“Our company receives many items from several vendsach accompanied by a
delivery note. A receiving office receives the itemd checks the delivery note with
corresponding order. Any discrepancy is reporteduxchase office. The items received
along with items received note (with details om# is sent to the inspection office.”

ENTITIES IDENTIFIED-Vendors, Receiving office, Insgtion office
DOCUMENTS IDENTIFIED-Delivery note, discrepancy epttems

Received note.
Using these a document flow diagram is drawn
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Delayed Items

Delivered I[tems

Vendor Receiving Inspection
. Office office
Delivery note [tems
. Received
DlSC-repaﬁCy note Tndicates Physical
note reemrrned flow of items
A 4
Purchase Indicates Documents
—
Office

The diagram is interpreted as follows:

1) Vendors deliver items to receiving office accamiged by a delivery note

2) Receiving Office sends items to inspection effdong with an items received note
3) Receiving office sends discrepancy note to Fageloffice

ENTITIES: Vendor, Receiving office, Inspection office andghase office
DOCUMENTS: Delivery note, Items received note and discreparutg

DATA FLOW DIAGRAM (DFD)

DFD has entities and data flows, DFD specifiexcpssing performed by some of the
entities. It specifies which entities generate daoents and also indicate their flow. Data
stores which are referred while processing data iangthich processed data may be
written or stored are also represented in the Riagr

22



Receivi \\ _—~  Inspection
/ Recetwving — e
; Process \},/’/Ilems Office
Vendor . Received
Delivery \_ y
note g ~ note
Orders Purchase
Office
Discrepancy
note

» Entities are, originators of data and “consumefsiaia

* Vendor, Inspection office and purchase office arties in the above diagram
» Data flows are delivery note; items received note discrepancy note

e Acircle is used to depict a process

» A pair of parallel lines depicts a store

Data elements in the data flow:

Delivery note:
Order number, Vendor code, Vendor name and addtess,name, Item code, Delivery

date, Quantity supplied, units.

Items Received note
Order number, Item name, Item code, Delivery dgwentity, supplied, units.

Discrepancy note:

Order number, Vendor code, Vendor name and addiess, name, Item code, Order
date, Delivery date, quantity supplied, units, eségeficiency, Number of days
late/early.

Receiving office order file
Order number, Order date, Item name, Iltem code,dverode, Vendor Name and
address, Quantity ordered, delivery period.

PROCESSING RULE
The statements given below are shown to the usdrigapproval.

English statement

23



1. Compare order number in delivery note with thabider file. If no match return
item to vendor.

2. If order number matches then compare item codew) ifhatch return item to the
vendor.

3. If order number matches compare quantity delivergth quantity ordered. If
excess or deficient send discrepancy note to paecbHice.

4. If order number matches compare date of delivey wkpected date. If late or
early send discrepancy note to purchase office.

5. In case3 and case4 send items received note tecitisp office

MODULARIZING REQUIREMENTS SPECIFICATIONS

SRS Document now consists of Document flow diag(ammany as needed), Data Flow
Diagrams, Data elements of each data flow and Btata, processing rules carried out in
each circle of DFD, a descriptive statement of apenal, tactical, strategic information
will be provided, a data dictionary which consot&taall data elements in the document
and data store.

Assessment and Exercise

1. List and explain some information sources.
2. Information gathering can be difficult. Explain

4.0 Conclusion

The Information system designed for an organizatist meet the requirements of the
end users of the organization. To obtain what ahweer expects from the Information
System the designer must gain complete knowledgheobrganization’s working. It is

important for student to know the information gaihg techniques so that no
information is overlooked and the nature and fuomgiof an organization are clearly
understood.

5.0 Summary

This units explains some specific strategies ofhgang information (information
sources) for computerization. Various sources fafrmation such as the interviews, and
guestionnaire as well as how best to plan and nugkeof them by individuals in any
organization.

6.0 Tutor Marked Assignment

Hypothetically choose a company name and devetigrament and data flow diagram.

7.0 References/ Further Reading
V.Rajaraman 2002. Analysis and Design of Informatiystems. Prentice Hall of India

24



K.E.Kendell and J.E.Kendell 2002. Systems Analysisl Design. Pearson Education
Asia pp.117-196.
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Unit 2

Information Security In The 21st Century: With Spedal Emphasis on Computer
Security
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1.0 Introduction

Information security deals with several differetrust’ aspects of information. Another
common term is information assurance. Informatiecusity is not confined to computer
systems, nor to information in an electronic or hiae-readable form. It applies to all
aspects of safeguarding or protecting informatiodata, in whatever form. Information
security chain is needed when information is theeedtl, lost or misused.

2.0 Objectives
The unit is aimed at presenting the need of infdlomasecurity in 21st century. Students
are expected to know:
1. What information security is?
2. Why it is needed in an organization of thé 2éntury.
3. The confidentiality, integrity and availability (&) Relationship of information
security.

3.0 Main body

Information security is a protection of the intagsesf those who rely on information, the
information systems and communications that delittee information from harm
resulting from failures of availability, confideatity, and integrity.

The organization’s information security policy aitosensure that:

* lIts information systems are properly assessedeurgy

« Confidentiality, integrity and availability (CIA)ra maintained. These three concepts
are at the core of almost every security programretfby name, at least in practice.
They are most commonly described as a triangulkaw wof security, with each side
directly related to the other two. As shown in Fefu Confidentiality — information
access is confined to those with specified, expdiathority to view the information.
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Integrity — safeguarding the accuracy and compésterof information. Availability
— ensuring that authorized users have accessduamation when needed.

« Staff are aware of their responsibilities, roled ancountability
e Procedures to detect and resolve security brearkda place

» Information security issues are dealt with consigyethroughout the organization
Figure 1:

Canfidentiality Availahility

Informatign Security

Infegrity

Figure 1: The CIA Relationship

What Is Information Security?

We are a part of an information Society. Huge amairinformation can be speedily
processed and saved on easily accessible medvamiation plays a really important part
in decision making in an organization. For an orgaion a wrong decision can lead to
drastic result. This is one of the reasons whyrmftion security is steadily acquiring a
more central role in business. In the world of oadormation is becoming increasingly
important. Generally speaking the standard of mftton security has not kept pace with
this development. For example, information thabbefwas saved on a large amount of
paper and physically difficult to steal can today ¢aved on a disk that can easily be
removed. Information security is an attempt to @cotinformation by making it
accessible only to the intended individuals, groopsrganizations. The reason may be
financial, political, tactical or purely logisticaEvery organization depending upon its
resources, and the type of data it handles, hawedl a separate budget and manpower
for developing information security arrangementscéyding to Dr. Thomas V. Finne
information security chain has twelve modules aigtity sub-modules as below:
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1. Computer Security : This module includes seventeen submodules - Backu
Computer Viruses, Passwords, Data Encryption, Bioméviethods, Off-site
Storage, System Backup, Cold and Hot Sites, Carckgs; Disk-Free Station,
Computer Locks, Printer and Fax Security, Disk&eeurity, Rescue Diskette,
Distributed Systems, Outsourcing, Time Sharing dReémote Office, Log
Functions, Locked Hardware.

2. Operation Security: Software Security, lllegal use of Software, Spreaeeting
and DSSs, Data Input Security, Data File Destractidata Compression, Utility
Programs, System Administration, Data Leakage, Sup@ping, Entrapment,
Database.

3. Protection against Burglary. Security Guards, Alarms, Access Control, Safes.

4. Protection against Fire Alarms, Sprinklers, Fireproof Safes and Cupboards

5. Protection against Water Damage Building Materials and Construction, Water
Sensors, Flooding.

6. Electricity Distribution : The Electricity Supply, Allergy to Electricity, &ynetic
Fields, Electromagnetic Fields.

7. External and Internal Threats: Sabotage, Espionage, Abuse, Public Information.

8. Communication: Telephone Lines, Cable Security, External Cont&xal-up,
Firewalls, Mobile Computing.

9. Contingency Planning Emergency, Recovery.

10.Personnel Security Recruiting, Control of Personnel, Access to Infation,
Human Mistake, Contract Employees and Visitors, Wiinarized Work, Staff
Shortage, Theft by Staff, Impersonation, PiggybagkiOfficer Appointed to be
Responsible for information security (ISEC), ISEQuEation, Incident Reporting.

11.Attitudes toward ISEC Issues Written Security Policy, Information Security
Culture.

12.Various Security Questions Atmospheric Humidity, Document Security,
Temperature, Dust, Smoke, and Particles, Opticalingp the Environment,
Tailgating, Scavenging, Shoulder Surfing, BuildiMgil Security.

Computer Security
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Computer security measures, procedures, and cenivbich provide an acceptable
degree of safety of information resources from @eaial or intentional disclosure,
modification, or destruction. Sub modules of comapsiecurity are as below.

A. Backup

Backup means having multiple copies of the sama slatthat the duplicate ones
can be used in case the original one gets corruptedased accidentally. Though
having backups may seem as a waste of time butdftey come in handy when
one actually needs them. Backups must also bedtestas to avoid failure owing
to human or machine malfunctioning. Of the diffdreredia that can be used for
doing backups it is important to have effectivdiatde and user friendly backup
software. Instead of having a backup of all thesfilit is advised to have it for just
the most important ones.

. Computer Viruses

Viruses are defined as ‘A section of code introduiceo a program for malicious
purposes, e.g. at some stage the inserted cod#&iggjer a process which will, for
example, eliminate files. The virus is present pregram, and when the program
is run the virus writes itself into other programsnain memory or backing store.
The effects of virus can thus be extended to maeyst There are many kinds of
computer viruses like Worms, Bombs, Trojan horsed @omputer viruses. A
way to avoid computer viruses is always to testdbftware before installing it
and to avoid pirated software. Viruses can be spti@@ugh emails also. Some of
the most well known viruses are Bugbear, Klez, lbmg Melissa, Bubbleboy,
Code Red, Nimda. There are six recognized categjofigirus as below:

Boot Sector Virus: Replaces or implants itself in the boot sector—aza af the
hard drive (or any other disk) accessed when ystitiirn on your computer. This
kind of virus can prevent you from being able tabgour hard disk. Eg. Disk
Killer, Michelangelo, stoned.

File Virus: Infects applications. These executables then spthadvirus by
infecting associated documents and other applicatichenever they’re opened or
run. Eg. Jerusalem and Cascade.

Macro Virus: Written using a simplified macro programming langeiathese
viruses affect Microsoft Office applications, suehWord and Excel, and account
for about 75 percent of viruses found in the wikddocument infected with a
macro virus generally modifies a pre-existing, camniy used command (such as
Save) to trigger its payload upon execution of teahmand. Eg. W97M.Melissa,
WM.NiceDay, W97M.Groov.
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iv.  Multipartite Virus: Infects both files and the boot sector—a doublenuing that
can re- infect your system dozens of times beftiez daught. Eg. One_Half,
Emperor, Anthrax, Tequilla.

v. Polymorphic Virus: Changes code whenever it passes to another madhine;
theory these viruses should be more difficult fiotivarus scanners to detect, but in
practice they’re usually not that well written.

vi. Stealth Virus: Hides its presence by making an infected file, apytear infected,
but doesn’t usually stand up to antivirus software.

* Worm
A worm is a program that is designed to replicatd apread throughout a computer
system. It will usually hide within files (for exaone, Word documents), and distribute
those files through any available network connexstioNorms are often used to drain
computer resources such as memory and networksaiegly by replicating on a large
scale. Eg. W32.Mydoom.Ax@mm
e Trojan Horse
A Trojan horse is a malicious program, usually disgd as something useful or
desirable. When activated, they can cause lossagarmr even theft of data. The critical
difference between a Trojan horse and a virus as shTrojan horse cannot replicate
itself. The only way that a Trojan horse can sprigaflsomeone helps it. Trojan.Vundo
is a Trojan. For example, saving the program froneamail attachment, or downloading
it from the Internet. Some common features of Trdjarse programs include:
a. Rounding (carving off small parts of payments frartarge number of accounts or
transactions),
b. Causing payment triggers (causing illicit paymeatbe activated),
c. Making configuration changes,
d. Distributing security information, providing unaotized access paths (known as
backdoors and trapdoors).

* Precautions
Protection against Computer Viruses, Worms andahpre :
I. Run antivirus software recommended from the infdromasecurity division of

organization and make sure that version is cuaadtthe latest.

[I. Don’t open macros attach files from unknown emBiklete these attachments
immediately.

lll. Delete spam, chain, and other junk email withouvérding.

IV. Don’t download files or email attachments from uovm or unauthorized sources.

V. Scan a floppy diskette from an unknown source farses before using it.

New viruses are discovered almost every day. Up-datanti-virus software should be
done only through designated sources, and do mgt &iny other sources for virus
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protection patches. Common among these virusegmjan.Advatrix, Trojan.Sushpy,
Trojan.Nssearch, Bloodhound.Exploit.163, and W3Bwisch .

C. Passwords

These play significant role in computer securitgsf®wvords should be complicated and
should contain both numbers and letters. The passashould not have user's name,

license plates etc. but some imagination shouldused. Every computer user in an

organization has to observe good password securitgir password security can be

checked, however because once a user selectswaopdsthe system administrator can

use a password checker to automatically checlkeifpiissword is suitable. In a company
where there are several servers and networks inTuse user has to remember many
passwords. In this case the user tends to useasipalsswords for different systems,

which in turn increases the security risk. Thusoid this access control packages that
includes passwords, logs, encryption and so forktrbe used. By using such packages
it can be possible to avoid using many passwortesys Vendor supplied passwords
should be changed immediately.

D. Data Encryption

Data encryption is a means of securing data byghgrthe meaningful text into some

code which looks like null and void to others. lésreasonably easy way to protect
information. The user has to remember the key hadsbftware and hardware is secure
and user friendly. According to Hoffman there ai@0 Scryptography hardware and

software products on the market. The System adimattor normally has access to all
files in an information system, therefore the adstiator can be a great information

security risk, and the risk can be minimized, hogreif the classified files are encrypted.

The administrators still do his work.

i. How does Encryption Work?
Encryption involves taking an original message lainpext and converting it into cipher
text (unreadable format) using an encryption atbariand an encryption key. Only those
who posses a secret key can decipher the mesdagaam text. Historically, encryption
acted on letters of the alphabet. The Caesar Cipiner of the oldest techniques, gives a
very simple example:
a. Take the plaintext is Parliament is in session;
b. Encrypt according to the encryption algorithm ‘eeg@ each letter with that X
places to the right of it in the alphabet’, whergthé encryption key, is 3;
c. The cipher text is sduoldphqw Iv Ig vhvvirq and denconverted back to plaintext
with a decryption algorithm and decryption key,tims case ‘replace each letter
with that three places to the left of it in thetspet’.
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Computers store electronic data in binary form,saquences of ‘bits’ (1s and 0s).
Modern algorithms are mathematical functions tledtam these data with keys that are
themselves sequences of 1s and 0s. Keys are dgretcakd in computer files that are
themselves encrypted and can be accessed onhawisiss phrase (similar to a password
but longer). We can see its working Figure 2. Epteg messages can sometimes be
broken by cryptanalysis (coding breaking) but maderyptography techniques are
virtually unbreakable, eg. Cryptography is to pebteemail messages, credit card. Most
popular systems used on the internet are Prettyd®oivacy because it is effective and
free.

encryption F decryption
plaintext ciphertext plaintext

E. Biometric Methods

Biometric methods include those of voice, face, chayjeometry, fingerprints, eye,
signature and typing rhythms as shown in Figurd/Ben combined with good password
security, can give high information security butéeds high cost biometric instruments.
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Figure 3: Examples of Biametric Methods

F. Off-Site Storage

Off-site storage means storing the backup filea secure place. They should preferably
be encrypted. So many commercial organizationsaaéable in the market, specializing
in storing‘organization backup’. So there is no need to baité’s own storage facilities.
The organization storing the backups has to bemdly reliable.

G. System Backup

Most organizations think that system backups (bpckfi networks) are unnecessary
because the software is easily available from thgilutors. On the contrary it is a nice
practice to have spare systems which are testedargg

H. Cold and Hot Sites

Cold sites are empty computer rooms with everythingsides computers and
communications systems installed. For examplease of emergency (fire, earthquakes
etc,) computer centre destroyed, it can be usefblve a cold site. Hot sites on the other
hand are fully equipped “spare” computer centerbesgé are recommended for
organizations with an extremely heavy reliance ompguters. Spare computer centre can
be approximately 50 percent of the capacity ofdhginal one. Both hot and cold sites
can be shared by many organizations.

|. Card Access
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Using plastic cards for accessing PCs can imprav@rmation security in an
organization. It is usually combined with the udeaopersonal code. Cards can be
provided with the photograph of the user too. Ailob@ microcomputer can register when
a card is used. To avoid unauthorized use of a, dasd cards have to be blocked
immediately.

J. Disk-free Stations

Use of disk-free stations and passwords to actessdrver can minimize information
security problems in an organization where thee lardreds of PCs connected in a
network. By this only a few key persons will haugherization to copy information on
to diskettes.

K. Computer Locks

Servers should be provided with a computer locktsndisk station. The key to the
computer should be kept safe and must not beTost.PCs are provided with an inbuilt
lock that can be used to shut them off.

L. Printer and Fax Security

Printers should not be provided with terminals tifis possible to take printouts of
classified material. Printers should be kept tk# In an organization it is common that
many people share a printer. This means that thermabprinted out can be seen by
many people and if the printer is not kept behoukéd doors. There can be considerable
damage. Another considerable problem with faxethas the sender can easily dial the
wrong number by mistake. Managers should have twir fax machine. This naturally
implies that the managers are reliable enough lagyl do not use the fax for sending out
documents to a competitor.

M. Diskette Security

A diskette containing important information shoulot be sent by mail. Such a procedure
should be avoided since the diskette can be statepjed, or damaged during
transportation. Electronic data interchange shieldised. Diskettes are stored properly
in a safe place and in an organized manner.

N. Rescue Diskette

Rescue diskette should include the most importalitias, in the case of a PC, especially
the .com, .dat, .exe, .ini and .sys files. Theuwesdisk can be very useful, when a user is
attacked by computer viruses. The rescue diskatedbe properly stored.

O. Distributed Systems, Outsourcing, Time Sharing @d Remote Office

Distributed systems, outsourcing, time sharing r@madote office are fairly new processes
in IT which bring new information security concefsstributed systemmeans moving
from traditional large computers to open client érver systems. In distributed
environment every employee’s responsibility forommhation security increase$ime
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sharing means that organizations share computing servindsira that way decrease
costs. Risk increase in this. The resources saweduding shared premises and
outsourcing can easily be lost in an information security breBkose involved have to
be extremely reliableRemote officemeans carrying out the work at home or at another
location by means of modern telecommunication. Draasmission should be encrypted.
Information security must not hinder an organizatitom carrying out a remote office
operation, but the questions for information sdagurave to be observed.

P. Log Functions
A log function registers when a PC was used. Byausi log it is possible to determine,
afterwards, if files have changed in order to cotrarfraud.

Q. Locked Hardware
Hardware should be locked, for example, office itwme etc. This makes it more difficult
to steal the hardware. Thieves are interested liw@omputers and especially hard disks.

Self Assessment Exercise
1. What is Data Encryption?
2. How does it work?

4.0 Conclusion

Information security is the ongoing process of ei#ng due care and due diligence to
protect information, and information systems, franauthorized access, use, disclosure,
destruction, modification, or disruption. The aaadedisciplines of information security
and information assurance emerged along with nuasegrofessional organizations
during the later years of the 20th century andyegdars of the 2 century. The
profession of information security chain has seenirereased demand for security
professionals who are experienced in network sgcatiditing, penetration testing, and
digital forensics investigation. So to secure agaaization there is a need of information
security in the 21st century organization

5.0 Summary

This unit discusses what information security idayWt is needed in an organization of
the 2F' century. The CIA Relationship of information setuis discussed with diagram.
The information security chain has twelve moduled aighty sub modules. Lastly, the
future and conclusion of information security arghlighted. The unit is of particular
value for newcomers in this area.

6.0 Tutor Marked Assignment
a. What is information security?
b. Succinctly define and list some Computer Virusesvkm to you, and
c. How can they be guided against?
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1.0 Introduction
Systems are created to solve problems. One cak tfithe systems approach as an

organized way of dealing with a problem. In thisndsic world, the subject System
Analysis and Design (SAD), mainly deals with th&ware development activities.

2.0 Objectives

After going through this lesson, you should be abie

» define a system

» explain the different phases of system developriientycle
* enumerate the components of system analysis

» explain the components of system designing

3.0 Main body

DEFINING A SYSTEM

A collection of components that work together talime some objectives forms a system.
Basically there are three major components in eggstem, namely input, processing
and output.

Fig. 1.: Basic System Components

Output
nput p| Processing P
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In a system the different components are conneut#d each other and they are
interdependent. For example, human body represeatenplete natural system. We are
also bound by many national systems such as plisgstem, economic system,
educational system and so forth. The objectivdnefsystem demands that some output is
produced as a result of processing the suitabletsnpA well-designed system also
includes an additional element referred to as rwdhthat provides a feedback to achieve
desired objectives of the system.

SYSTEM LIFE CYCLE

System life cycle is an organizational processeafedbping and maintaining systems. It
helps in establishing a system project plan, bex#ugives overall list of processes and
sub-processes required for developing a systente®ydevelopment life cycle means
combination of various activities. In other worde wan say that various activities put
together are referred to as system developmentyibde. In the System Analysis and
Design terminology, the system development lifdewtso means software development
life cycle.

Following are the different phases of system dgwvalent life cycle:
e Preliminary study
* Feasibility study
* Detailed system study
e System analysis
» System design
e Coding
e Testing
* Implementation
* Maintenance

The different phases of system development lifdecigecshown in Fig. 2 below.

» System Study

Maintenance Feasibility Study
Software
[H]plflﬂ:?ﬂti{lil'.}ﬂ DCVL‘IW.’!II'IE‘HI . .
- System Analysis
f Life Cycle |
Testing = :
f § System Design
Coding <
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Phases of System Development Life Cycle

PHASES OF SYSTEM DEVELOPMENT LIFE CYCLE
Let us now describe the different phases and ekkat&vities of system development life
cycle.
(a) Preliminary System Study
Preliminary system study is the first stage of eystdevelopment life cycle. This is a
brief investigation of the system under consideraaind it gives a clear picture of what
actually the physical system is? In practice, théial system study involves the
preparation of a ‘System Proposal’ which lists Breblem Definition, Objectives of the
Study, Terms of reference for Study, Constraintgdeted benefits of the new system,
etc. in the light of the user requirements. Theesysproposal is prepared by the System
Analyst (who studies the system) and places it heefine user management. The
management may accept the proposal and the cyoleguls to the next stage. The
management may also reject the proposal or regoes¢ modifications in the proposal.
In summary, we would say that system study phassgsathrough the following steps:

I. problem identification and project initiation

il. background analysis

iii. inference or findings (system proposal)

(b) Feasibility Study

In case the system proposal is acceptable to theageaent, the next phase is to
examine the feasibility of the system. The feagbstudy is basically the test of the
proposed system in the light of its workability, @tiag user’s requirements, effective use
of resources and of course, the cost effectiveriBlsese are categorized as technical,
operational, economic and schedule feasibility. an goal of feasibility study is not
to solve the problem but to achieve the scopehénprocess of feasibility study, the cost
and benefits are estimated with greater accuraéndothe Return on Investment (ROI).
This also defines the resources needed to comihietdetailed investigation. The result
is a feasibility report submitted to the managem@&his may be accepted or accepted
with modifications or rejected. The system cyclogaeds only if the management
accepts it.

(c) Detailed System Study
The detailed investigation of the system is carnadin accordance with the objectives
of the proposed system. This involves detailedystfdvarious operations performed by
a system and their relationships within and outsidesystem. During this process, data
are collected on the available files, while deaisomints and transactions handled by the
present system. Interviews, on-site observation guektionnaire are the tools used for
detailed system study. Using the following stepdatomes easy to draw the exact
boundary of the new system under consideration:

» Keeping in view the problems and new requirements

* Workout the pros and cons including new areas@®&ifstem
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All the data and the findings must be documentedha form of detailed data flow
diagrams (DFDs), data dictionary, logical datadtrces and miniature specification. The
main points to be discussed in this stage are:
» Specification of what the new system is to accoshplbased on the user
requirements.
» Functional hierarchy showing the functions to befgrened by the new system
and their relationship with each other.
* Functional network, which are similar to functioetarchy but
» they highlight the functions which are common torenthan one procedure.
» List of attributes of the entities — these are dlaga items which need to be held
about each entity (record)

(d) System Analysis

Systems analysis is a process of collecting factizah, understanding the processes
involved, identifying problems and recommendingsfbke suggestions for improving the
system functioning. This involves studying the bess processes, gathering operational
data, understanding the information flow, findingt dottlenecks and evolving solutions
for overcoming the weaknesses of the system so asltieve the organizational goals.
System Analysis also includes subdividing of compprocess involving the entire
system, identification of data store and manualc@sses. The major objectives of
systems analysis are to find answers for each éssiprocess: What is being done, How
is it being done, Who is doing it, When is he daindVhy is it being done and How can
it be improved? It is more of a thinking processl amvolves the creative skills of the
System Analyst. It attempts to give birth to a nefficient system that satisfies the
current needs of the user and has scope for figtweth within the organizational
constraints. The result of this process is a ldggatem design. Systems analysis is an
iterative process that continues until a prefemed acceptable solution emerges.

(e) System Design

Based on the user requirements and the detaildgsenaf the existing system, the new
system must be designed. This is the phase ofmydasigning. It is the most crucial

phase in the development of a system. The logisem design arrived at as a result of
systems analysis is converted into physical systesign. Normally, the design proceeds
in two stages:

I. Preliminary or General Design
il. Structured or Detailed Design

Preliminary or General Design: In the preliminary or general design, the featuethe
new system are specified. The costs of implemeritiage features and the benefits to be
derived are estimated. If the project is still ddesed to be feasible, we move to the
detailed design stage.
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Structured or Detailed Design:In the detailed design stage, computer orientetk wo
begins in earnest. At this stage, the design of fygem becomes more structured.
Structure design is a blue print of a computeresyissolution to a given problem having
the same components and inter-relationships antengame components as the original
problem. Input, output, databases, forms, codificatschemes and processing
specifications are drawn up in detail. In the desitage, the programming language and
the hardware and software platform in which the sgatem will run are also decided.
There are several tools and techniques used foridegy the system design. These tools
and techniques are:

Flowchart

Data flow diagram (DFD)

Data dictionary

Structured English

Decision table

Decision tree

Ok wWNE

The system design involves:
I.  Defining precisely the required system output
[I.  Determining the data requirement for producingdbgput
[ll.  Determining the medium and format of files and Hates
IV. Devising processing methods and use of softwapedduce output
V. Determine the methods of data capture and data inpu
VI.  Designing Input forms
VII.  Designing Codification Schemes
VIIl.  Detailed manual procedures
IX. Documenting the Design

(f) Coding

The system design needs to be implemented to makearkable system. This demands
the coding of design into computer understandatriguage, i.e., programming language.
This is also called the programming phase in which programmer converts the
program specifications into computer instructiomkich we refer to as programs. It is an
important stage where the defined procedures ansfiirmed into control specifications
by the help of a computer language. The programsdatate the data movements and
control the entire process in a system. It is gaherfelt that the programs must be
modular in nature. This helps in fast developmemjntenance and future changes, if
required.

(g) Testing

Before actually implementing the new system, a test of the system is done for
removing the bugs, if any. It is an important phaka successful system. After codifying
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the whole programs of the system, a test plan shoeldeveloped and run on a given set
of test data. The output of the test run shouldchahe expected results. Sometimes,
system testing is considered a part of implemeonigirocess.
Using test data, the following test run are caroad

* Programme test

* System test

Program test: When the programs have been coded, compiled aneybt to working
conditions, they must be individually tested witte torepared test data. Any undesirable
happening must be noted and debugged (error cramsgt

System Test:After carrying out the program test for each af grograms of the system
and errors removed, then system test is done.ié&\sthge the test is done on actual data.
The complete system is executed on the actual dataach stage of the execution, the
results or output of the system is analyzed. Duthegresult analysis, it may be found
that the outputs are not matching the expectedubutpthe system. In such case, the
errors in the particular programs are identified ame fixed and further tested for the
expected output. When it is ensured that the sys$emanning error-free, the users are
called with their own actual data so that the systeuld be shown running as per their
requirements.

(h) Implementation

After having the user acceptance of the new systeveloped, the implementation phase
begins. Implementation is the stage of a projeainduwhich theory is turned into
practice. The major steps involved in this phage ar

Acquisition and Installation of Hardware and Saftes
Conversion

User Training

Documentation

The hardware and the relevant software requireduoning the system must be made
fully operational before implementation. The corsven is also one of the most critical
and expensive activities in the system developnhéntcycle. The data from the old

system needs to be converted to operate in the foewat of the new system. The

database needs to be setup with security and macpvecedures fully defined. During

this phase, all the programs of the system areelbamhto the user's computer. After
loading the system, training of the user startsinMiapics of such type of training are:

1. How to execute the package

2. How to enter the data
3. How to process the data (processing details)
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4. How to take out the reports

After the users are trained about the computergeddem, working has to shift from
manual to computerized working. The process isedalChangeover’. The following
strategies are followed for changeover of the syste

() Direct Changeover: This is the complete rephaept of the old system by the new
system. It is a risky approach and requires congmsiie system testing and training.

(i) Parallel run: In parallel run both the systemg., computerized and manual, are
executed simultaneously for certain defined peridie same data is processed by both
the systems. This strategy is less risky but mapersive because of the following:

* Manual results can be compared with the resulte@tomputerized system.

* The operational work is doubled.

» Failure of the computerized system at the earlgestdoes not affect the working
of the organization, because the manual systenince® to work, as it used to do.

(iii) Pilot run: In this type of run, the new systéas run with the data from one or more of
the previous periods for the whole or part of thsteam. The results are compared with
the old results of the system. It is less expenanatless risky than parallel run approach.
This strategy builds the confidence and the erapestraced easily without affecting the

operations. The documentation of the system is @®oof the most important activities

in the system development life cycle. This enstinescontinuity of the system. There are
generally two types of documentation prepared fgr &ystem. These are:

1. User or Operator Documentation
2. System Documentation

The user documentation is a complete descriptioth@®fsystem from the users point of

view detailing how to use or operate the systeralsib includes the major error messages
likely to be encountered by the users. The systeaumentation contains the details of

system design, programs, their coding, system fliata dictionary, process description,

etc. This helps to understand the system and pehmitges to be made in the existing

system to satisfy new user needs.

(i) Maintenance

Maintenance is necessary to eliminate errors irsyfs¢em during its working life and to
tune the system to any variations in its workingiemmments. It has been seen that there
are always some errors found in the systems that bl noted and corrected. It also
means the review of the system from time to tintee fleview of the system is done for:

» knowing the full capabilities of the system
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* knowing the required changes or the additionaliregnents
e studying the performance.

If a major change to a system is needed, a nevegrajay have to be set up to carry out
the change. The new project will then proceed thincail the above life cycle phases.

Self Assessment Exercise

i. What is a system?
ii. Explain system life cycle

4.0 Conclusion

The interdependent and connectivity of a systenegiv an overwhelming function to
perform. As explained, it represents a completeirahtsystem like the human body.
Therefore it must be properly maintained for optipgxformance.

5.0 Summary

In this unit a systematic approach to solve anyewmgiproblem is explained. Phases of
system such as preliminary system study, detaifstes study, system analysis, design,
coding, testing, implementation and maintenanceegpdained. Computer based systems
are defined. System development life cycle is dised in detail. The different phases of
the development of system are explained in detail.

6.0 Tutor Marked Assignment.
1. What is System Analysis?
2. With the aid of a diagram, discuss the phases itharea system development life
cycle
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1.0 Introduction

In the last decade of this age of information, i& glhawareness of the role of monitoring
and information has become apparent. In the pastjtoring originated from the greater
scientific ideal that underpins our quest for knesge. The consequence, especially in
advanced countries, is that monitoring is frequentinot implicitly, linked to scientific
investigation. Water quality monitoring, world-widéends to suffer from a chronic
failure to establish meaningful programme objedivén addition, it has become
recognized that many western countries suffer feohalata rich, but information poor"
syndrome. The responsible organizations acknowldtige they have collected many
data, but are unable to answer the basic questbrthose using the water. As a
consequence, in many countries, data gatheringgqmoges are considered expendable,
and are being reduced or even eliminated because tis no clear view of the
information product and of the cost-efficiency obmitoring. In recent years there has
been an increasing consensus of opinion that irdbam is meant for action, decision-
making and use. Data that do not lead to manageawtion, or for which a use cannot
be stated explicitly, are being labeled increasireg "not needed". Regardless of the
purpose of monitoring water, one theme runs cotigtanrough all discussions about
monitoring system design, i.e. how can monitoriegimore cost effective?

2.0 Objectives
Students are expected to know the relevance armdafolmonitoring and information
needs in water management.

3.0 Main body

In general, information is the basis for any mamagyet and control. Water management
activities are not excluded from this general steiet. Management measures not based
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on adequate and reliable information are, printypainaccountable. There is, therefore,
a profound need for effective information that ustable for such use. As a consequence
the development of accountable information systemgeceiving much emphasis.
Effective monitoring programmes are, increasintfigilor-made".

Table 1. Different categories of uses of water reames

|Category |Major uses

Category 1: Uses without Transport system (water, wastewater, shipping) Mineral extraction

quality standards (sand, gravel, natural gas, oil) Power generation (hydropower
dams)

Category 2: Uses with Process/cooling water in industry Irrigation in agriculture Fisheries

defined quality standards Recreation and tourism Domestic water supply

Category 3: "Use" with Ecosystem functioning

"undisturbed" quality

The importance of integration

Information needs for water pollution control carlyobe defined from within the overall
context of water resources management. By consigleihie various influences and
aspects involved in water resources managemeny,toides possible to identify some

fundamental information needs. Some relevant aspactvater resources management
are highlighted briefly below.

Functions and use

Various functions and uses of water bodies, wheitmeelation to human activities or
ecological functioning (Table 1), can be identifistdm existing policy frameworks,
international and regional conventions and stratagtion plans for river basins and seas.
These specify divers requirements for water qualityes may compete or even conflict,
especially in situations of water scarcity and detating quality. In addition, functions
and uses can be affected by human activities ih positive and negative ways (Figure

1). Chemical water quality issues that have givse to conflicts between water uses in
industrialized countries are summarized in Figure 2
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Figure 1.
Interactions between human activities and functionsind uses of water resources
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Figure 2.
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Multi-functional approach

An integrated approach tries to find the balanceveen all desired uses, including
ecosystem functioning. A multi-functional approadtows a hierarchy to be introduced
to the uses. It allows flexibility in the applicati of water resources management policies
at different levels of development and allows foioptization in time. This could be
important for those countries where basic needsh s supply of healthy drinking
water, are so urgent that other uses must takevar lpriority, or for countries where
water resources have become deteriorated to suelttant that uses with stricter water
guality needs can only be restored gradually oveng period of time and according to
their priority. The concept of integrated water mgement became widely adopted in the
1980s, and as a result the functions and uses tef Wwadies, their problems and threats,
and the effects of water management measures, hsasveéhe information needs to
manage this complexity, are being viewed incredgimg an ecosystem context. The
focus is now on the behaviour of water in the emwvinent. Instead of breaking the
environment into manageable parts, managers arentedheir restricted, traditional
disciplines and taking a broad "systems" perspeabivwater quality management and
monitoring.

Various disciplines

Knowledge on various disciplines is required beeatl® functions and uses of water
resources may be related to physico-chemical, gicéd, morphological, hydrological
and ecological features. The nature of water poltussues and the effects of controlling
measures do not allow a divided approach; they labe characterized in an integrated
way. For the same reason, information needs atggreean integrated approach.

Appropriate media

Various media, such as the water itself, suspendatier, sediments and biota are
integrated elements of a water body. Informatioredse are also concerned with
appropriate media, wherever these media providernmdtion that is considered to be
characteristic for functions, problems and contméasures. Interactions of water
resources with air and soil demand the same apiproac

Multiple sources

Multiple sources of water pollution require an griated, balanced and site specific
approach. If water pollution is dominated by wedfided point sources, monitoring of
the discharged effluents may be the best apprdéaeherally, however, point sources are
numerous and not well defined. In addition, diffgseirces are forming a substantial and
growing aspect of water pollution problems. Knovgedf the relative contribution of
different sources (agriculture, households, indestraerial deposits) is often important to
verify the effectiveness of control measures.
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Table 2.
Differences in the emission-based and the watdritgtmsed approaches to water
pollution control

Management Emission-based approaches Water quality based approaches

aspect

Effluent limits No site-specific load |Site—specific concentrations

Required Based on intrinsic (toxic) Based on water quality criteria or

treatment properties of chemicals in effluent; |preventing toxic effects in the effluent

techniques or technology based receiving water

Data Basic chemical and Basic chemical and ecotoxicological data.

requirements ecotoxicological data Physical, chemical and biological
characteristics for the receiving water and
the fate of discharged chemicals

|Monitoring |Eﬁ|uent |Receiving water

|Competition |Equa|ity for the law |Ineq uality

Practice May tend to worst case approach |May tend to dilution as a solution in
in general, but may underestimate |general, but stricter standards are possible
effects of discharges in specific when effects are intolerable in specific
situations situations

Source: Stortelder and Van de Guchte, 1995

Approaches in water pollution control

There are two approaches to water pollution conthe emission-based approach and
the water quality-based approach. The differenedaden these approaches result from
the systems applied for limiting discharge andhe tharging mechanisms. However,
these differences are also reflected in the stiedegken for hazard assessment and the
monitoring of discharges to water, i.e. whetheisifocused on the effluents or on the
receiving water; both have their advantages anddgentages (Table 2). A combined
approach can make optimal use of the advantages.

Watershed management

Ecosystems are not restricted to boundaries detfiryyedumans, such as between local
governments or countries. Consequently, integrata@rshed management is becoming
more common. The Convention on Protection and WsEransboundary Watercourses
and International Lakes, Helsinki (UNECE, 1992) ertides the need for an integrated
watershed approach in water management and fouateeqonitoring and assessment of
transboundary waters.
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Figure 3.
Core elements in water management and water polludn control

Functions f use

Problems >
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Institutional collaboration

In many countries the responsibility for collectiwgter information is divided between,
for example, different ministries, executive boardad agencies. This approach risks
duplication and a lack of harmonization, and présyean integrated approach. Often,
responsibilities for water resources managementveaigr pollution control rest with
different ministries and with different governmdn&vels (federal, regional, local). The
establishment of collaborative partnerships andctw@rdination of monitoring efforts
between competing ministries or institutions caeagly enhance the quality of the
information obtained and make better use of avisledsources.

Specifying information needs

Information needs are focused on the three coraagles in water management and water
pollution control, namely the functions and usematter bodies, the actual problems and
threats for future functioning, and the measuresletiaken (with their intended
responses) to benefit the functions and uses (Ei@)r Monitoring is the principal
activity that meets information needs for waterlygadn control. Models and decision
support systems, which are often used in combinatidth monitoring, are also useful
information tools to support decision making. Fegut illustrates some of the key
components of the environmental management sysiéomitoring objectives are set
according to the focus of water management andrwatkution control activities and
according to the issues that are capturing pultienaon.

Monitoring objectives may be of many kinds, but fa&inly within five basic categories:
1. Assessment of water bodies by regular testing dongtiance with standards that

have been set to define requirements for varioustions and uses of the water
body concerned.
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2. Testing for compliance with discharge permits ardetting of levies.

3. Verification of the effectiveness of pollution cauit strategies, i.e. by obtaining
information on the degree of implementation of nuees and by detection of
long-term trends in concentrations and loads.

4. Early warning of adverse impact for intended waisgs, e.g. in case of accidental
pollution.

5. Increasing awareness of water quality issues bgepth investigations, for
example by surveys investigating the occurrenceubktances that are potentially
harmful. Surveys provide insight into many inforroat needs for operational
water management.

Figure 4
Components of environmental management informatiorsystems
Management
and control
Information information
needs use
Monitoring
Models
decision-support
systems

A monitoring objective, once defined, identifie® ttarget audience. It makes clear who
will be the users of the information and why théormation is needed. It also identifies
the field of management and the nature of the aeeimaking for which the information
will be needed. It should be recognised that thea®n of trends, in itself, is not a
monitoring objective but a type of monitoring. Omisen the intended use of the trend
information is specified can it be considered toadpmeobjective. Once objectives have
been set it is important to identify the informatithat is needed to support the specified
objective. The content and level of detail of theormation required depends upon the
phase of the policy life cycle (Figure 5). In thestf phase, research and surveys may
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identify priority pollution problems and the elemenof the ecosystem that are
appropriate indicators. Policies will be implemehter these. In the second and third
phases, feedback on the effectiveness of the mesadaken is obtained by assessing
spatial distributions and temporal trends. Contamis may endanger human health by
affecting aquatic resources, such as drinking wated therefore specific monitoring
programmes may be initiated to check, on a regbkmis, the suitability of such
resources. Legislation may also prescribe measuntsmrequired for certain decision-
making processes, such as the disposal of conttedirdredged material. In the last
phase, monitoring may be continued, although witHifeerent design, to verify that
control is maintained. The associated informatieads change with the respective policy
phases.

Figure 5
The policy life cycle and typical measurement actities applied in the respective
phases

4 ioni , Policy  jimplementation) Control
Rvau:w:n::nitw:.nllr Iahon :rl'lp ) C

Political importance

Environmental behaviour,
toxicological properties
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~ Monitoring — tampaoral trends,
spatial distributions

-- Gompliance monitaring

- Legislative measurements

Decision-makers have to decide upon the contends pmformance of their desired
information products. They are the users of thermfation (for management and control
action) and they have to account for their acwegitito the public. Specification of
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information needs is a challenging task which resgpiithat the decision-making
processes of information users are formulated imaace. Various aspects of the
information product must be specified, such as:

» The water quality assessment needs and the nwethdok applied have to be defined,
putting an emphasis on the development of a syatdégassessment rather than on a
simple inventory of arbitrary needs for the measwaat of substances.

» The methods for reporting and presenting thermédion product must be considered;
these are closely related to the assessment metiqmulged. Visualized, aggregated
information (such as indexes) is often much mortectve (and therefore more
appreciated) than bulky reports.

» Appropriate monitoring variables have to be del@éc Selected variables should be
indicators that characterize, adequately, the pofueffluent discharge or that are
representative for the functions and uses of wadelies, for water quality issues or for
testing the effectiveness of pollution control meas.

* Relevant margins of information have to be comsd. To assess the effectiveness of
the information product, the information needs hevée quantified; for example, what
level of detail is relevant for decision-making?cBumargins have to be specified for
each monitoring variable. A relevant margin candeéned as "the information margin
that the information-user considers important”.

Information needs must be specified such that gr@able design criteria for the various
elements of the information system to be derivedc8ied, relevant margins are a strong
tool for network design. With these, sampling freqcies and the density of the network
can be optimized, especially if reliable time-serief measurements are available.
Relevant margins highlight the detail required Ire tpresentation. Decisions on the
development of more accurate analytical methodsildhoe related to relevant margins
or threshold values in water quality. However, tager should be related critically to

cost-effectiveness.

In general, a monitoring and information system learconsidered as a chain of activities
(Figure 6). Essentially, the chain is closed wite thanagement and control action of the
decision-maker, whereas past schemes have showorea top-down sequence of a
restricted number of activities, starting with angding network chosen arbitrarily and

ending up with the production of a set of data.l@ng an accountable information

system requires that the activities in the chaendmsigned sequentially, starting from the
specified information needs. While monitoring isxtouing, information needs are also
evolving. This has already been illustrated by gb#cy life cycle in Figure 5. In time,

there will be developments in management and chrdara targets may be reached or
policies may change, implying that the monitoringategy may need to be adapted.
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Dynamic information needs require a regular reapplaf the information system; it is

essential to add, to cancel, to revise and to biiregconcept up to date. In order to
visualise this the circle of Figure 6 may be maifio a spiral (Cofino, 1994), reflecting
the ongoing nature of the monitoring and incorpgacathe feedback mechanism.

Figure 6: Chain of activities in an information sysem

Management
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1. Monitoring and information system can be consideasda chain of activities.
Discuss

2. What are the three core elements in water managearah water pollution
control?

4.0 Conclusion

The relevance and the need for an integrated Wetérapproach in water management
cannot be over emphasized if man is to maximal|gyethe benefit of the ecosystem in
all aspect of life, from basic usage to industaiadl manufacturing purpose.

5.0 Summary

The importance of information needs for water padlu control, and the interactions

between human activities, functions and uses oémsources were clearly stated. In
doing so various approaches to the managementctdidies regarding pollution control

were highlighted such as the Components of envissial management information

systems, Chain of activities in an information syst Monitoring objectives among

others as necessary in decision management process.

6.0 Tutor Marked Assignment
What are the Components of environmental manageimiemtation systems?
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1.0 Introduction

The objective of an information system for watelyg®n control is to provide and to
disseminate information about water quality cowdisi and pollution loads in order to
fulfil the user-defined information needs. Informoat systems can be based either on
paper reports circulated in defined pathways, oaqurely computerized form in which
all information and data are stored and retrievedtenically.

2.0 Obijectives
Students are expected to know:
1. objective of an information system for water potatand
2. types of data and information tool to be processeth information system

3.0 Main body

In practice, most information systems are a contlanaof these. However, given the
availability of powerful and inexpensive hardwaradasoftware, it is now almost
unthinkable to design an information system withmatking use of computers for data
management and analysis. The main types of datazetprocessed in an information
system are:

» Data on the nature of the water bodies (sizeavailability of water resources, water
guality and function, and structure of the ecosyste

» Data on human activities polluting the water lesdiprimarily domestic wastewater and
solid waste, industrial activities, agriculture arehsport).

 Data on the physical environment (e.g. topogragleylogy, climate, hydrology).
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Figure 1: Information "pyramid” showing information system activities and their
corresponding organizational levels

Such data must be drawn from networks of natioredjonal and local monitoring
stations on water quality and on pollution sourcBse flow of data in information
systems must be well defined in order to fulfiletrequirements of users and the overall
demand for reliability. Data flow is consideredthmee directions, upwards, downwards
and horizontally. Upward flow of information fromower to higher organizational
structures reduces the amount of detail but enlsatiee information value through the
interpretation of the data. Downward flow is imgnt for the purpose of communicating
decisions in relation to national standards andcigsl, and also to make a feedback to
those involved in data acquisition and data-hagdivithin the information system.
Horizontal flow, through data sharing between oiz@tions, is essential for developing
an integrated approach to environmental monitoramgl management and to make
efficient use of data that are often collected stioded in a large number of institutions.

The vertical flow of information can often be deked as a three-tiered system with
respect to the organizational levels and the dmsviperformed at each level. This is
illustrated in the "information pyramid" (Figure @hich reflects the large number of
data at the lowest level which, as they reach hidgneels of the triangle, become less
detailed but of greater information value. Thetflevel is responsible for primary data
acquisition through monitoring, data validation atdrage of data. Often the data will be
dynamic, such as measurements and analyses arwllypwill be used locally (such as

59



for compliance control). It is very important to plfement basic quality assurance and
control systems for all procedures generating pynaiata because the data generated at
this level will influence the result of data anasysreports and decisions also taken at
other levels. Data handling (the second levelyschlly carried out at computational
centres and can be organized thematically, sucbnasater quality in rivers, lakes or
groundwaters or by pollution source, for examplenitipal and industrial wastewater,
non-point pollution from agriculture. Computationakentres can also be divided
geographically according to river basins or to adstiative boundaries, i.e. to local or
regional level. These centres have the primary tdstonverting data into information.
They are, therefore, the users of primary data fteendata acquisition level as well as
being the service centres producing the requiréanmation. Typically these centres use
and maintain adequate graphical and statisticads$ tdorecasting tools (e.g. models) and
presentation and reporting tools.

In addition, they often maintain data of a mordistaature, such as geographical data,
and they may also be responsible for primary dedgiaition within their specific area of
responsibility. The third level (information usey made up of the decision-making
authorities who are the end-users of the informmapicoduced. At this level, information
is used for checking and correcting the policied amnagement procedures applied.
However, this level is also responsible for theafigeneration of the information
disseminated to the public and to other interegtedies, such as private sector and
international bodies and organisations. As sucis, ldvel may have its own tools for
integrating the information on the water environineith information from other media
and sectors.

Data acquisition

Data acquisition deals with the generation andaggiof data from monitoring activities.
Data should be stored to ensure that they maireturacy and to allow easy access,
retrieval and manipulation. The volume of data ¢éodzquired and stored is dictated by
the size and level of ambition of the monitoringwark. For small volumes of data,
manual systems may be used efficiently to storeratrieve data, produce time series
plots and to perform simple statistical analysisevéttheless, a system based on
microcomputers, and using simple systems like sistesets, may substantially improve
data handling capacity, simultaneously enablingcbsastistical and graphical analyses
that are straightforward and easy to perform. Bogdr volumes of data, a generalized
data storage system, based on a relational databdkerovide more powerful data
management capabilities. In addition to being uk®dstorage and retrieval of data,
special programmes can be written for such systerasitomate data entry, analysis and
generation of reports.

The following general requirements for storing datdatabases can be identified,;
» Data must be stored and retrieved unambiguously.
 Software must be portable.
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» Software must be easy to use.

* Protection against wilful or accidental damagestine assured.
» Unambiguous output must be assured.

* Flexible enquiry and reporting should be possible

Data handling

Data handling covers the analysis and transformaifadata into information. Tools for
this are described in more detail. The preparatibmeports and the dissemination of
information is another important aspect of an infation system. Issues, such as for
whom the reports are intended, at what frequershesild they be generated, and the
level of detail of each report, should be clarifi@ad the reporting systems should be
planned as an integral part of the information eaystReports containing results from
routine analyses of data collected from a monitprprogramme (i.e. daily, weekly,
monthly, quarterly or yearly), and that presentedepments in water quality or pollution
load since the preceding monitoring period sho@dgiepared using a fixed format. The
reporting can then be automated using a custonds¢é@l management system. Other
types of report present information generated enbisis of data from various pollution
sources and locations and analysed by means oheeldatools such as models and
geographical information systems (GIS). These tygfagport are particularly useful in
water pollution control because they focus on waypeality as well as on pollution
sources. Some examples are:

» State of the environment (SOE) repoifitsese are environmental summary assessments
used to inform decision makers, environmental osgdions, scientists and the public
about the quality of the environment. Such reposmally include the state of the
environment; changes and trends in the state oetivedonment; links between human
and environmental health and human activities,uticlg the economy; and the actions
taken by society to protect and to restore enviremial quality.

» Environmental indicator reportsThese are considered to be an effective way of
communicating with the public, amongst others, ahgresenting information about the
development of a number of indicators over time space. Environmental indicators are
sets of data selected and derived from the mongoprogramme and other sources, as
well as from data bases containing statistical rmfation, for example, on economy,
demography, socio-economics. For pollution contiol rivers, examples of useful
indicators are dissolved oxygen, biochemical oxydemand (BOD), nitrate, uses and
extent of available water resources, degree ofemader treatment, use of nitrogenous
fertilizers and land-use changes, accidents witlirenmental consequences. An
example of an indicator report for the state of Blamivers is given in Figure 2.

Use and dissemination of information
Use of information is the third and highest levethe information system. At this level
the information, mostly in the form of reports, da@ used to support decision makers.
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New approaches to water pollution control put maotphasis on the active participation
of the public, as well as industries. It will, teéore, be increasingly important to
disseminate to these parties relevant and eastferstandable information about the
state of the environment, as well as the extentwvldich environmental policies and
private and public environmental investments angroning the state of the environment.
Other activities can be used in addition to thesalisination of reports and may help to
raise the environmental awareness of governmentgtoral ministries and
administration, as well as the private and pubBcter. Examples of these activities
include seminars, meetings and public hearings imetsbnnection with the launching of
significant reports, such as the state of the enwirent report or environmental indicator
reports.

From data to information tools

To avoid the "data rich but information poor" syoge, data analysis, information

generation and reporting should be given the sdteatsn as the generation of the data
themselves. Water pollution control requires actessatistical, graphical and modelling

tools for analysis and interpretation of data. Te&oally, most of these analyses can be
performed manually, although this approach is oentime consuming that for large

data sets and complex data treatment methods liides the generation of the type of
information required.

Graphical information

Data analyzed and presented using graphical metiodgsobably the most useful

approach for conveying information to a wide variet information users, both technical

and non-technical. Graphical analyses are easyetfonm, the graphs are easy to
construct and the information value is high wheapfis are properly presented. The
types of information that can be presented mostéffely by graphical methods are:

» Time series (temporal variation).

» Seasonal data (temporal variation).

» Water quality at geographic locations (spatialateons).

* Pollution loads at geographic locations.

» Statistical summaries of water quality charastess.

* Correlations between variables.

 Spatial and temporal comparisons of water quabtyables.

Figure 2. Percentage distribution of the types of wglity objectives adopted for
Danish water courses (according to the regional pfamaps of the countries).
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Widely used methods include time series graphsgaaphs which may be used to give a
visual indication of data distribution (e.g. boxdawhisker plots) and to indicate how
distribution changes over time or between locations

Statistical information

Statistical information is the most useful treatinef data for making quantitative
decisions, such as whether water quality is imprgwor getting worse over time, or
whether the installation of a wastewater treatnmant has been effective, or whether
water quality criteria or emission standards aiadeomplied with. Statistics can also be
used to summarize water quality and emission aetasimpler and more understandable
forms, such as the mean and median (Demayo antj $366).

Another important application of statistics, inatgn to water pollution control, is the

transformation of data to give an understandinghef average and extremes of water
guality conditions, and also the changes or trethds may be occurring. Statistical

methods to provide this kind of information can dlassified as graphical. Standard
software packages exist for most statistical methodh explanation of the use of

statistical methods, together with some examplesavailable in Demayo and Steel
(1996).

Water quality indices and classes

A water quality index is obtained by aggregatingesal water quality measurements into
a single number. Indices are, therefore, simplifeegpressions of a complex set of
variables. They have proved to be very efficient communicating water quality

information to decision makers and to the publidfddent water quality indices are in

use around the world and among the best known mtegical indices, such as the
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Saprobic Index. Many countries world-wide use asgifecation system for the water
quality of rivers, dividing the rivers into four (onore) classes of quality, ranging from
bad to good. Such systems are mostly based orsthefibiological indices, sometime in
combination with chemical indices.

In Denmark, for example, quality objectives for ttendition of Danish water courses
have been adopted and approved as binding diradtivihe regional plans of the county
councils. These quality objectives for water cosrsee laid down according to the
physical and flow conditions of the water coursel an the water quality conditions

accepted by the authorities responsible for thditguaf the water bodies. Table 1 shows
these quality objectives and Figure 2 shows thegueage distribution of the types of
quality objectives adopted for Danish water cour€dgectives A and B, which apply to

more than 75 per cent of the lengths of all waterrses, include biological criteria for
areas with strengthened objectives or high scientferest (A) or general objectives for
areas sustaining a fish population (B) (DEPA, 199%Water quality indices and

classifications should not be the only method use@nalysing and reporting data from
a water quality monitoring system, because it may lme possible to determine less
obvious trends in water quality and some water iyuavariables may change

dramatically without affecting the overall classition.
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Table 1 Types of quality objectives for Danish water cosrse

|Qua|ity objectives |Maximum Saprobic Index

|A_|Area with specific scientific interests |II
|B_1|Spawning and fry |II
|B_2|Salmonid water |II
[, [Carponides water (-
Source: Based on information from the National Agency of Environmental Protection,

Models

Water quality models can be a valuable tool forewahanagement because they can
simulate the potential response of the aquaticesysdb such changes as the addition of
organic pollution or nutrients, the increase orrdase in nutrient levels, or water

abstraction rates and changes in sewage treatnpenatmns. The potential effects of

toxic chemicals can also be estimated using motikdshematical models are, therefore,

useful tools for water quality management becalieg ¢nable:

The forecasting of impacts of the development aiewhodies.

The linking of data on pollution loads with datawater quality.

The provision of information for policy analysiscatesting.

The prediction of propagation of peaks of pollutfonearly warning purposes.
The enhancement of network design.

PO T O

In addition, and equally important, they enablestdy understanding of complex water
quality processes and the identification of impattaariables in particular aquatic
systems. Obtaining the data necessary for congiructr verification of models may
require additional surveys together with data fittve monitoring programme. If models
are to be used routinely in the management of waiality, it is also important to verify
them and for the model user to be aware of thetditons of the models. The
development of models into combined systems linkihgsical, chemical and biological
processes has enabled a better understanding adwllimg of chemical and biochemical
processes and behavioural reactions. It has atsershow such processes interact with
basic physical processes (i.e. flow, advection disdersion). These types of models are
gradually being used for water quality managem8at.ieral models have been dedicated
for specific water quality management purposes sash environmental impact
assessment, pre-investment planning of wastewagatnient facilities, emergency
modelling and real-time modeling.

Knowledge-based systems (also called decision suppgstems) are computer

programmes that are potentially capable of idemigfyunexpected links and relationships
based on the knowledge of experts. Knowledge-bagsttms can be used for network
design, data validation and interpretation of spatata. Knowledge-based systems are
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also applicable for managing the complex rulesegidlation, regulations or guidelines.
In recent years, knowledge-based systems have beeduced for environmental
applications. Most of these systems have focusethtarinterpretation, although systems
have also been developed for sampling strategyexXample, Olivero and Bottrell (1990)
developed a sampling strategy for soils and Weheeat (1993) reported the design of a
decision support system for the sampling of aqusgiments. Simple knowledge-based
systems can provide, for example, the necessaprniation to decide if, and what,
action should be taken when specific pollutant emtr@tions exceed certain standards.
One of the advantages of decision support systenisat they can make the knowledge
of a few experts available to many non-expertstiHemmore, developing knowledge-
based systems forces experts to make their knowledglicit and, in this way, new
knowledge may be discovered. Knowledge-based sgstam also work with incomplete
knowledge and uncertainty. The development of kedgk-based systems has only
begun recently. Therefore, the lack of experienct wheir use suggests caution is
necessary when first implementing such systemsiBlegproblems to be considered are:

» The development of knowledge-based systems &s-tiomsuming and, often, expensive.

» The acquisition of knowledge is difficult becaube number of experts is small and
many experts may never have conceptualized theepsday which they reach particular
conclusions.

* The adaptation of knowledge-based systems to sikwations often requires the
assistance of the persons who built the system.wiauge-based systems can be
considered as a branch of artificial intelligenéaother promising branch (recently
gaining increased interest) is artificial neuratwaks. Artificial neural networks are
very powerful at pattern recognition in data setd at dealing with uncertainties in the
input data. They are, therefore, especially apblecain situations where expert
knowledge cannot easily be made explicit or whemeserable variability in input data
can occur. The standardization provided by theiegipbn of artificial neural networks
will lead to improved data interpretation, partemly for biological assessments. Most
applications of artificial neural networks arelstilan experimental stage although some
interesting examples can be found for biologicaksification of river water quality and
the automatic identification of phytoplankton.

Geographical information systems

Data used for water pollution control, such as watality, hydrology, climate, pollution
load, land use and fertilizer application, are wfteeasured in different units and at
different temporal and spatial scales. In addititve, data sources are often very diverse
(Demayo and Steel, 1996). To obtain informationudpfor example, spatial extent and
causes of water quality problems (such as the tsffeicland-use practices), computer-
based GISs are valuable tools. They can be useddta presentation, analysis and
interpretation. Geographical information systemiovalthe geo-referencing of data,
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analysis and display of multiple layers of geogrealty referenced information and have
proven their value in many aspects of water palutcontrol. For example, they have
been used to provide information on:

 Location, spatial distribution and area affectsdpoint-source and non-point source
pollution.

» Correlations between land cover and topographia avith environmental variables,
such as surface run-off, drainage and drainage lsae.

 Presentation of monitoring and modelling resatta geographic scale.
A typical GIS system consists of:

* A data input system which collects and procesggtial data from, for example,
digitized map information, coded aerial photographd geographically referenced data,
such as water quality data.

* A data storage and retrieval system.

* A data manipulation and analysis system whicindi@ms the data into a common
form allowing for spatial analysis.

* A data reporting system which displays the datgraphs or maps.

Environmental management support systems

Advanced systems combining databases, GIS and mgdsistems into one application
are sometime called environmental management sumystems. These systems are
designed to fulfill a specific purpose, such as menagement of water resources and
they allow integrated assessments of the effeadis®rof environmental policies and
planning, such as good agricultural practice arliegtion of best available technology.
Such systems require a substantial effort in manigo and system design,
implementation and updating. However, because thay serve as a basis for policy
development and assessment for a long period &, tihney can be a cost-effective tool
for controlling high priority water quality problesn

A system integrating monitoring and modelling ofteraresources (groundwater as well
as surface water) has the following elements:

* A GIS-based database of all relevant spatial,daiah as topography, river systems
(including drainage), soil types, present wateroveses and land use, plans and
restrictions for future water resources and land (iacluding, for example, forest

planting, quantities and distribution of animal mem livestock watering permits, water
reclamation, wells and permitted abstractions),tevassposals and other point sources,
and administrative limits.
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* A geological database with all relevant geolobsad hydrogeological data.

* A time series database including data on clinrate;off, pressure level of groundwater,
water quality (surface water as well as groundwWatesater reclamation and water
abstraction.

» Hydrological and water quality models set up aatibrated to different levels of detail
with respect to the type of data and the densityaitoring and modelling network.

Design of monitoring networks and selection of vaables

To obtain the necessary focus within a monitoriegmork for water pollution control,
network design should be initiated by surveys ntdy potential water quality problems
and water uses, and by inventories of pollutionreesl in order to identify major
pollution loads. The objectives of any monitoringiaties should first be identified by
analysis of the requirements of the users of tha.daxamples of specific monitoring
objectives are:

 To follow changes (trends) in the input of padints to the aquatic environment and in
compliance with standards.

» To follow changes (trends) in the quality of thguatic environment (rivers, lakes and
reservoirs) and in the development of water uses.

» To evaluate possible relationships between chamye¢he quality of the environment
and changes in the loads of pollutants and humbavieur, particularly changes in land-
use patterns.

 To give overall prognoses of the future quality weater resources and to give
assessments of the adequacy of water pollutionr@omteasures. The key function of
network design is to translate monitoring objectiveto guidance as to where, what and
when to measure. Network design, therefore, dedls thve location of sampling, with
sampling frequency and with the selection of wajaslity variables. Obtaining the
necessary information for water pollution controaymrequire the following types of
monitoring stations:

» Baseline stationsmonitoring water quality in rivers and lakes whémere is likely to
be little or no effect from diffuse or point souscef pollution and that will provide
natural, or near-natural, effects and trends.

» Impact stationsmonitoring both water quality and the transporpofiutants. These are
located downstream of present and possible futweasaof urbanisation, industry,
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agriculture and forests, for example. To protectewantakes, additional monitoring
stations can be placed upstream of the intakes.

» Source monitoring stationsmonitoring water quality and enabling calculatioh o
pollution loads. These are located at major pomirees and also in catchments which
are primarily influenced by non-point source patat An additional requirement for

selecting the geographic location of stations fasddine and impact monitoring is that
they should be at, or close to, current hydroldgreording stations or where the
necessary hydrological information can be computelibbly. This is because no

meaningful interpretation of analytical results fine assessment of water quality is
possible without the corresponding hydrometric daase. All field observations and

samples should be associated with appropriate logloal measurements. Other
requirements for selecting station locations inelatcessibility and ease of sampling,
safety for operators and transit time for sampl@Eagyto the laboratory.

If possible, source monitoring stations should lzeed at the outlet of major municipal
and industrial wastewater discharges (Nordic Fuod Technology and Industrial
Development, 1993). Point source monitoring, whieguires substantial personnel
resources, should be based preferably on self-oramit performed by municipalities
and industries, in combination with public inspentand control systems. The frequency
of monitoring should reflect the variability, as Was the magnitude, of the pollution
load, i.e. large volume sources should be monitonede frequently than small volume
sources.

If monitoring at an outlet is not possible or thectiarge is very small, the pollution load
from industries may be calculated from informatmm the type of production and the
actual production capacity using standard emissaias. For discharges from urban
areas, loads can be calculated using person equotgalThe validity of the calculated
information should be checked against values dfipoh transport based on results from
impact monitoring stations upstream and downstrefithe discharges.

Direct monitoring of pollution loads from non-poisburces to the water bodies is not
possible. However, an impact monitoring statiorgated downstream of a catchment
dominated primarily by non-point sources, such gscalture, may be used for the

evaluation of trends in loads from these sourcdsRM®, 1992). If this is not possible

because the catchment contains both point and aimm-pources, some evaluation of
trends in non-point loads may be achieved by sotiig the load from the point sources
(monitored at the relevant point source monitorgtgtion in the catchment) from the
values obtained at the downstream impact station.

Additional evaluation of the pollution load fromffdise sources can be obtained from
data on land-use, including land-use for agriceltdorestry, urban areas, landfills and
waste dumps. The information required in relationagriculture and forestry includes
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animal and livestock production, types of cropsl, types, use of fertilizer (by type and
amount), and use of pesticides. Data on populaio® is appropriate for the evaluation
of pollution loads from smaller urban and ruralaarevhere there is no infrastructure for
waste-water collection and treatment. To transfdims type of data into usable
information, tools such as models and GIS are macgsWhere monitoring stations are
located in lakes with long retention times, theleation of pollution loads may require
information from the monitoring of atmospheric dsgion of nitrogen, phosphorus and
heavy metals, especially in more industrializedaareThe selection of sampling
frequencies and variables is usually based on spammise between average station
densities, average sampling frequencies and datestmumber of variables (depending
on the character of the industrial and agricultailvities in the catchment together with
the financial resources of the monitoring agenggple 9.4 gives some guidance for the
development of a water pollution control programmth different levels of complexity.

It should also be recognized that sampling frequermd the number of samples required
may have to be adapted in order to allow the necgsatistical analysis (Wart al.,
1990; Demayo and Steel, 1996). An advanced monggrogramme in areas with major
industrial and agricultural sources of pollutiomcluding the use of pesticides and
chemical fertilizers, requires additional mediagtsias sediment and biological material
in which heavy metals and some hazardous chemmetsimulate, and variables,
particularly some heavy metals and specific orgawimpounds, when compared with
pollution control monitoring of municipal wastes tmaditional agricultural methods.
Some industrial discharges may contain toxic chatsithat can affect aquatic life. The
introduction of aquatic toxicity tests, using tiféuznts from industrial sources, may be
an effective way of giving information on toxici(@ECD, 1987).

Monitoring technology

This section gives only a brief summary of typesmainitoring technology for water
pollution control. The main emphasis is on any &ddal requirements compared with
more basic water quality monitoring, i.e. requir@msesuch as technology for monitoring
pollution sources, sampling sediment, biologicalnitaring and laboratory equipment
necessary for advanced analysis of some heavy snatal specific organic chemicals.
Further guidance on monitoring technology and latmy methods is given in the
GEMS/WATER Operational Guid@vHO, 1992).

Source monitoring

The volumetric flow rate is particularly importdior the determination of pollution loads
coming from point sources. Flow should preferaldyrécorded continuously or, if this is
not possible, at least during the period of sangpliSuitable manually-operated
equipment for monitoring flow includes a meter Bokto a propeller, electromagnetic
sensors or even a system using buckets and tiredieg (the latter can provide a good
estimate). Water or effluent samples can be takamuaily, using simple equipment such
as buckets and bottles, or automatically using wacwr high speed pumps. Spot-
samples, giving the concentration just at the tohesampling, should only be used if
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there is no other alternative. Instead, time-propoal or flow-proportional samples
should be taken over a period of time (e.g. 24 $jotg give a better estimation of the
variation of loads over time.

Variables such as temperature, pH, redox potentiabidity and concentration of
dissolved oxygen may be monitorgdsitu, using hand-held portable meters. For other
variables, such as chemical oxygen demand (COD)D B® nutrients or advanced
variables such as heavy metals and specific orgamemicals, the samples have to be
transported to and analysed at a laboratory. Suwmimhles are often specified in
discharge permits. Discharges from some indugtratesses may have an adverse effect
on aquatic organisms, as a result of toxic comptendrhis toxicity can be evaluated by
different types of biological tests in which theganisms are exposed to the effluent
(OECD, 1987). An example of such a method is Mmxptwhich is an off-line method
for measuring acute toxicity using bioluminesceattleria. The principle of the test,
which is standardized in some European countrge®) measure the light production of
the bacteria before and after exposure to the wasee for a defined period of time. The
result can be used to estimate if the dischardjgaly to affect aquatic life in the water
body receiving the discharge. Other tests, whicly tma more relevant, but also more
laborious, are based on the exposure of fish agrathganisms known to be abundant in
the receiving water body (Friedriet al.,1996)

Particulate matter sampling and biological monitoring

Monitoring programmes for particulate matter analdgical material need careful
design. In general, the frequency of sampling i mpared with water sampling.
However, the analysis of samples is often more tico@suming. Monitoring of
particulate matter (suspended or deposited on titeorh) is particularly important
because heavy metals and some hazardous organgtriatichemicals and pesticides are
associated with the particulate matter and accumutadeposited sediments; therefore,
water samples do not give an accurate represemtafighe pollution load from such
substances. Sampling can be performed with inexpergrab or core samplers (for
bottom sediment) or by filtration or centrifugatiarf water samples (for suspended
material). Chemical analyses can be performed tna&tz of the samples. Whereas water
guality monitoring provides a picture of the qualif the water at the time of sampling,
biological monitoring can give an integrated pietaf water quality over the life time of
the selected fauna and flora. It is impossible tonitor separately the thousands of
chemicals often occurring simultaneously in the ilmmment, but biological methods
provide an indication of their combined effects.n€equently, biological monitoring has
been introduced into many water quality monitorsygtems.

Advanced analysis

Water pollution control of industrial chemicals apésticides needs more advanced and
expensive equipment, and better laboratory infuatiire, than may be found in many
ordinary water quality laboratories. Appropriateugnent includes atomic absorption

71



spectrophotometers (AAS) for heavy metals analygés chromatographs (GC) and
liquid chromatographs for organic pollutants (inmdmnation with effective pre-
concentration.

Automation of monitoring and information systems

Over the last decade, much has been achieved irautwmmation of monitoring and
automatic transfer of data from the monitoring egstinto the information system. New
developments using sensor technology and telemitryexample, will probably speed
up this process. The following presents a shortrsam of the main approaches to
sampling and analysis.

» Manual or automatic on-site water sampling wittbsequent analysis using portable
analytic equipment. This approach is primarily wiportance for physical and chemical
variables, such as pH, temperature, redox poterbalductivity and turbidity, as well as

for variables which have to be monitorad situ (e.g. dissolved oxygen). New

developments in monitoring kits and hand-held ursgents for chemical variables will

increase the number of variables that can be nmmaditon-site.

 Manual or automatic on-site water sampling withbsequent transport to central
facilities for analysis and further processing. present this is the most common
approach. In some areas, where the transportatientb a laboratory is very long or the
road infrastructure is not sufficiently developadalysis using a mobile laboratory may
be feasible.

* On-site measurement (using sensors) and simolisnen-site analysis. Such methods
reduce the operational cost by limiting personneduirements although they are
presently not developed to a sufficient level fadespread use.

* Remote sensing of regional characteristics, aglhand use, by satellites or airborne
sensors. Such methods have gained much interesécent years, particularly for
applications using GIS.

Early warning is important for cases of accidergallution of surface water (surface
water early warning) and for cases where there diract danger from accidental
pollution of surface water (effluent early warningarly warning has two objectives;
providing an alarm and detection. Alarms may balusealert water users and to trigger
operation management. They mainly inform water Buppdertakings that are treating
surface water for potable water supplies. To aelesgtent they may inform all other
direct users of the water body, e.g. for animalblanslry, arable farming and industry.
Detection systems may be used to trace dischargesidentify operation failures. As a
result of timely warnings, intakes and uses of watn be suspended, the spread of the
pollutant can sometimes be limited to certain lagserable areas by water management
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measures (e.g. control of locks/weirs, water distion), and the continued, perhaps
calamitous, discharge can be prevented (specyitaileffluent early warning).

In addition to the measurements made by an earlying monitoring system other
components play an important role. These componeciisde:

* A communication system, in which warning proceduare defined and through which
all those involved in the river basin can be infechguickly.

* A model for the calculation of the transit timeaoconfirmed accidental pollution from
a warning centre or a monitoring station to thecelavhere the water is used or
abstracted.

* A toxic substances inventory providing information the deleterious properties of
substances. An adequate early warning system ategrall these components. There
have been major developments in early warning sysia the last 20 years

Self Assessment Exercise
a. What is a knowledge-based system?
b. What are the components of a typical GIS systensistsof?

4.0 Conclusion

The relevance and the need for an integrated wWestérapproach in water management
cannot be over emphasized if man is to maximal|gyethe benefit of the ecosystem in
all aspect of life, from basic usage to industaiadl manufacturing purpose.

5.0 Summary

This unit emphasized much on the various ways @& aallection regarding water

management through new technologies such as then@Gikh over the last decade has
been of immense benefit to man and his environm&raot has been achieved in the
automation of monitoring and automatic transfedata from the monitoring system into
the information system; worthy of note is the depehent of the sensor technology and
telemetry. The unit made use of examples from thrigh environmental survey.

6.0 Tutor Marked Assignment

a. What are the general requirements for storing idedatabases?

b. How can they be identified?

c. Succinctly discuss the idea behind the concepta’ rich but information poor"
syndrome.

7.0 References/ Further Reading
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1.0 Introduction

Globalization and digital convergence in the enmmggknowledge society has raised
complex ethical, legal and societal issues. We faced with complex and difficult

guestions regarding the freedom of expression,sadroeinformation, the right to privacy,
intellectual property rights, and cultural diveysiiCT is an instrumental need of all
humans for the gathering of information and knogkdand as such, should be
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guaranteed as a basic right to all human beindowlr the world, rights that are already
legally recognised are daily being violated, whethe the name of economic

advancement, political stability, religious cause® campaign against terrorism, or for
personal greed and interests. Violations of théglets have created new problems in
human social systems, such as the digital divideercrime, digital security and privacy
concerns, all of which have affected people’s ligger directly or indirectly.

2.0 Obijectives
At the end of this unit, students should be ablectomprehend key Information
concerning ethical issues regarding ICT:

3.0 Main body

Information technology is impacting all walks offeli all over the world. ICT
developments have made possible a transition iornmition storage, processing, and
dissemination, from paper to virtual and from atdam®bits, which are now setting new
standards of speed, efficiency, and accuracy indmuactivities. Computerized databases
are extensively used to store all sorts of confidédata of political, social, economic or
personal nature to support human activities anagbrg various benefits to the society.
However, the rapid development of ICT globally ates led to the growth of new forms
of national and transnational crimes. These crih@& virtually no boundaries and may
affect any country across the globe. Thus, theeensed for awareness, policy formation,
and enactment of necessary legislation in all aeesitfor the prevention of computer
related crime. Globally, internet and computer-bdasemmerce and communications cut
across territorial boundaries, thereby creatingeav mealm of human activities, and
undermining the feasibility and legitimacy of apply laws based on geographic
boundaries. The new boundaries, which are mandast¢he monitor screens, firewalls,
passwords, intruder detection, and virus busterge ltreated new personalities, groups,
organizations, and other new forms of social, eagnpand political groupings in the
cyber world of bits. Traditional border-based lawkimg and law enforcing authorities
find this new environment of cyber boundaries velmallenging. Cyber systems across
the globe have many different rules governing tlehaviour of users. Users are
completely free to join or leave any system whoskes they find comfortable or
uncomfortable. This flexibility may at times leaal improper user conduct. Also, in the
absence of any suitable legal framework, it magiffecult for System Administrators to
check on frauds, vandalism or other abuses, whialf cause the lives of many online
users to be miserable. This situation is alarmiagalnse any element of distrust for the
internet may lead to people avoiding online tratieas, thereby directly affecting the
growth of e-commerce. The use or misuse of therneteas a medium of communication
may in some situations lead to direct damage tbpiegsical society. Non-imposition of
taxes on online transactions may have its destiffect on physical businesses, and
also government revenues. Terrorists may also msé&ef the web to create conspiracies
and violence. Wide and free sharing of ideologlesjefs, convictions, and opinions
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between different cultures might cause physical emdtional stress and confusion that
might lead to physical violence.

What is Ethics

In the last decade, dozens of ethics centres asgfanmes devoted to business ethics,
legal ethics, bioethics, medical ethics, engingprathics, and computer ethics have
sprung up. These centres are designed to exanmenaniplications of moral principles
and practices in all spheres of human activity onliwes. Ethics can be viewed from two
angles, normative and prescriptive. First, etheferns to well-based standards of right
and wrong that prescribe what humans ought to siaally in terms of rights, obligations,
benefits to society, fairness, and specific virtugthics, for example, refers to those
standards that impose the reasonable obligatiomsftain from rape, stealing, murder,
assault, slander, and fraud. Ethical standards ialdade those that enjoin virtues of
honesty, compassion, and loyalty. And, ethical daatls include standards relating to
rights, such as the right to life, the right togdem from injury, the right to choose, the
right to privacy, and right to freedom of speechd axpression. Such standards are
adequate standards of ethics because they arertegy consistent and well-founded
reasons. Secondly, ethics refers to the study amcelopment of personal ethical
standards, as well as community ethics, in termisebiaviour, feelings, laws, and social
habits and norms which can deviate from more usaleethical standards. So it is
necessary to constantly examine one’s standardsgore that they are reasonable and
well-founded. Ethics also means, then, the contisueffort of studying of our own
moral beliefs and conduct, and striving to enshi tve, and our community and the
institutions we help to shape, live up to standdhdd¢ are reasonable and solidly-based
for the progress of human beings.

Definition

“Ethics are moral standards that help guide behaviaations, and choice<thics are
grounded in the notion of responsibility (as freerah agents, individuals, organizations,
and societies are responsible for the actions thaly take) and accountability
(individuals, organizations, and society should Hed accountable to others for the
consequences of their actions). In most societiesystem of laws codifies the most
significant ethical standards and provides a meashafor holding people, organizations,
and even governments accountable.” (Laudon, é08i6)

ICT Ethics

ICT ethics are not exceptional from the above-noer@d view of ethics. In a world
where information and communication technology basie to define how people live
and work, and has critically affected culture aatles.

ICT Ethical Issues
Analysing and evaluating the impact of a new tetbtgy such as ICT, can be very
difficult. ICT does not only involve technologicakpects, but also epistemology since
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the main component of ICT is information which megents data, information, and
knowledge. ICT assists and extends the ability ehkind to capture, store, process,
understand, use, create, and disseminate informatia speed and scale which had never
been thought possible before. Some of the impagtciianges of ICT are obvious, but
many are subtle. Benefits and costs need to béestatbsely for a nation to progress and
improve the quality of life for its citizens. Issu¢hat have arisen from the adoption of
ICT, such as the application of automated tellecmrees (ATM), can be summarized as
follows:

* Unemployment

The automation of work has caused creative desbrutty eliminating some vocations
and creating new ones. How does this affect thel@mpent or unemployment of the
work force of a nation?

* Crime

Stolen and counterfeit ATM cards are used to stadlions of dollars each year
throughout the world. The anonymity of the machineskes some crimes easier and
creates many new types of crimes.

» Loss of privacy

Transactions are transmitted and recorded in ds¢gsbat banks, hospitals, shopping
complexes, and various organizations, in the publigrivate sector.

The contents of electronic communications and @eted can provide important and
private information to unauthorised individuals ardanizations if they are not securely
guarded.

* Errors

Information input into the databases is prone tondéw and device error. Computer
programmes that process the information may cortteansands of errors. These errors
can create wrong and misleading information abautividuals and organizations.

Information and programme errors might result imaficial loss, or even the loss of lives.

* Intellectual property

Millions of dollars of software is illegally copiedach year all over the world. This
phenomenon has a great impact on the software tiydusocal and foreign software
industries need consumers support all over the dvtwl maintain the progress of
technology. Most importantly, for the sake of grovin indigenous ICT innovation and
invention, local software industries in Asia-Pacifieed local support in protecting their
intellectual property rights and investment.

* Freedom of speech and press
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How do the constitutional rights of individuals terms of the freedoms of speech and
press apply to electronic media? How seriously de problems of pornography,
harassment, libel, and censorship on the net affedividuals and society? What
government initiatives have been used in handhigdrisis?

 Digital Divide

How does ICT affect local community life? The ingseng use of computers has
increased the separation of rich and poor, creatingligital divide between the
information “haves” and “have-nots.” What subsidiaad programmes have been
provided by governments to address the issue?

» Professional Ethics

How well trained and ethical are our ICT professisrn dispensing their duties? Faulty
and useless systems that cause disasters and ipardshusers might be built by
incompetent ICT professionals. In dispensing thaities ICT professionals must
demonstrate their best practices and standardstdsy gorofessional bodies for quality
assurance.

UNESCO'’s Info-Ethics Programme
The development of digital technologies and thepligation in worldwide information
networks are opening vast and new opportunitiesefficient access to and use of
information by all societies. All nations can fulbgnefit from these opportunities on the
condition that they meet the challenges posed bgethnformation and communication
technologies. Thus, UNESCO'’s Info-Ethics Progranwas established for the principal
objective of reaffirming the importance of univdraacess to information in the public
domain, and to define ways that this can be acHiesad maintained in the Global
Information Infrastructure. It seeks to address dneas of ethical, legal and societal
challenges of cyberspace, as well as privacy aadrigg concerns in cyberspace. It aims
to  encourage international cooperation in  the foig aspects:
(http://lwww.unesco.org/webworld/public_domain/legail)
* Promotion of the principles of equality, justicedamutual respect in the emerging
Information Society;

* Identification of major ethical issues in the protlon, access, dissemination,
preservation and use of information in the elestr@mvironment; and

* Provision of assistance to Member States in th@ddation of strategies and policies
on these issues.

Self Assessment Exercise

List and discuss the relevant Ethical Issues in. ICT

4.0 Conclusion
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The underprivileged need to be made aware of timitance of ICT. They need to be
given access to the infrastructure and servicedada, and provided with the skills for

using ICT, in order to establish their presenceéhim world, and, ultimately, be able to
gain the benefits provided by ICT positively foraltd creation through e-commerce and
the service industries. This might help in achigvine millennium development goal of
halving global poverty by 2015.

5.0 Summary

This unit takes a careful look at ICT as it ass@id extends the ability of mankind to
capture, store, process, understand, use, craatedisseminate information at a speed
and scale which had never been thought possiblerdgehowever not without some
ethical issues affecting cultures and values inespcThe writers wish to inform that
there are other related ethical issues and defitstion ICT security. Other issues not
discussed here can easily be found on the inteanet other scholarly materials
recommended. In case students have any questiandieg any aspect of this study for
assistance please contact your tutorial facilitator

6.0 Tutor Marked Assignment
The impact of ICT, as a technology can be veryidliff. Explain this in terms of
analyses and evaluation.
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1.0 Introduction

In the past, identity management and informatiaugty solutions were often procured,
implemented, and managed independently with differéools, processes, and
organizational units. This separation is quicklgdmaing a thing of the padtentity and
security integration is already challenging tecbggl vendors, not just IT professionals.
There are various attempts addressing new userreeuents by integrating their best-of-
breed identity and security technologies in order nieet the changing needs of
demanding enterprise customers.

2.0 Obijectives

This unit examines the Historical Perspective @hliity and Security vis-a-vis the Need
for Identity and Information Security Integratiotu8ents are therefore expected to know
the concepts of Data discovery, classification, security policy enforcement, Identity
and Information Security Integration Requiremeiitsese are clearly explained through
ESG’s organisational research.

3.0 Main body

Identity and Security: A Historical Perspective

Throughout the history of distributed computingentity management and information
security were often implemented and managed inirdy fandependent fashion. Yes,
security groups cooperated with software developrdsIT operations on things like user
authentication and password management, but ovedlihboration remained fairly
limited. For the most part, identity and securdynained separate because:
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Identity management focused on employee productiwit The process for provisioning
a user account was generally led by the Human RessuDepartment as part of
providing new employees with essential productivitpls like telephones, employee
badges, and network/application access. While HRated the process, IT was
responsible for many critical Identity and Accesaridgement (IAM) tasks. Until fairly
recently, many of these tasks were ad-hoc and rhamwigh IT administrators
provisioning application and network accounts orsyagtem-by-system basis. More
recently, IT operations acquired more sophisticaigentity management tools to
automate user provisioning, workflow, and day-tg-agoerations, but these processes
were still guided by HR and business managers.

Security teams focused on IT infrastructure and segity attacks. Far removed from
HR, CSOs concentrated on safeguarding network$&sdagainst hackers and malicious
code. Security professionals were often highly égzlion technologies like firewalls and
antivirus software and were regarded as a nichepgod specialists within IT. With the
benefit of hindsight, it is hard to believe thatweaty and identity operations were so far
removed from one another, but this separation wggal at the time. Until recently,
business computing was anchored by private netwanks minimal Internet access, so
“trusted” employees were thought of as a minimatuséy risk. Sure, a few rogue
workers might steal office supplies, but this typlephysical threat was all that was
expected. Alternatively, IT security risks weregogholed into known attacks like the “I
Love You” and “Melissa” e-mail viruses, web sitefasement, and network scanning.
Identity and security were binary topics — one tedh trusted employees and the other
with un-trusted network packets. These areas wstict and disconnected within IT.

The Need for Identity and Information Security Integration

Fast forward to the last few years and there isvon@ IT consensus: identity and data-
centric security technologies and processes mustectmgether. Why? In 2009 and

beyond, tight identity and data-centric securityegration has become an enterprise
requirement because:

Regulatory compliance requires strong access andaegity controls. Government and
industry regulations such as Basel Il, HIPAA, thd Bata Privacy Directive, and PCI
DSS are forcing large organizations to implemerdusgy and identity policies and
controls to restrict access to private/sensitivéad@e., customer data, health care
records, credit card numbers, etc.), log secukignes, and perform compliance audits on
a regular basis. Since compliance violations caultein stiff penalties, costly data
breaches, or even criminal charges, regulatory tiange (and associated identity and
security integration) plays an extremely influehtiale in the data privacy/security
efforts of large organizations (see Figure 1).
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Figure 1. Influential Factors in Information Security/Privacy Efforts

How influential have each of the following factors been in your organization’s
data security/privacy efforts? (Percent of respondents, N=308)

M Extremcly influential Somewhat influential Mot very influental B Not at all influentizl

Regulatory compliance with

a.
governmenl /industry regulalions L 6%.
General security best practices 8% .
Increasing frequency and

sophistication of security threats 8% .
Internal mandates to protect

intellcctual property (1P) 13% -

Corporate governance initiatives 12% 6%
Data breach(es) within your

organization it -
Publicly-disclosed data breaches in

lhe news i -

0% 20% 40% 60% 80% 100%

Source: Enterprise Strategy Group, 2009.

Costly data breaches are all too common occurrence$here were a total of 615
publicly-disclosed data breaches in 2008 exposingerthan 83 million personal records
(source: datalossdb.org). Approximately 21% of ¢hiesidents are the result of stolen or
lost laptops, 17% are the results of “hacks,” 14f& #he results of attacks on web
applications, and 7% are the result of fraud. Tdresk the risk of a data breach in the
future, CSOs need to control access to regulatgdtprdata, detect/prevent data leakage,
and monitor user activity at all times.

Internal networks are “open for business.”New business processes are often linked to
web applications and Internet technologies in otdelfrive new revenue streams, expand
opportunities, accelerate business initiatives, lamr costs. This trend is illustrated by
ESG research data, where 60% of enterprise orgamzgi.e. 1,000 employees or more)
say that they share confidential data with non-eyges (see Figure 2). Most
organizations also believe that they will share encwnfidential data with more external
constituencies like business partners, customersugpliers in the future as well. This
trend means more and more users will live “outdlte firewall.” And with more and
more business conducted over the network, larganizgtions can’'t simply block IP
addresses, ports, and protocols. Alternativelyy theed a clear understanding of who
accessed sensitive data from which location. Thismahds tight identity/information
security integration, constant user and network itbdng, and strong technologies for
policy enforcement. Taken together, these factoeslb the old model of independent
security and identity islands. Today’'s disparatenidty and security infrastructure is
anchored by multiple management platforms thattgargvide for central control, end-
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to-end monitoring, or common skills and proces$&®tecting confidential data and
meeting regulatory compliance requirements are rmidg® upon an army of IT
administrators, manual processes, and costly fitls.dEven with this amount of effort,
CSOs must piece the status of enterprise secogsther based upon disjointed data and
personal opinions. In this scenario, enterprisermftion security is an educated guess at
best. Since legacy tactical identity and securibpld can’'t provide automation,
command-and-control, or end-to-end oversight, Clidd themselves at a technology
crossroad: either proceed with identity and segimiiegration or suffer the consequences
of high costs, limited agility, and increased risk.

Figure 2. Most Large Organizations Share ConfidaintData with Non-
Employees

Doe
S your organization share its confidential data wih non-employees (i.e., business
partners, suppliers, customers, etc.)? (Percent oéspondents, N=308)

Don't know. 5% Yes, to a great
» 270 extent, 5%

~

0,
No, 36% —__

—_Yes, to some extent,
55%

Source: Enterprise Strategy Group, 2009.
Think Identity and Access Assurance

Most identity management tools are designed forsywasd management, application
account provisioning, and role management. To nwady’s new challenges, identity
management must embrace information security knidyeen order to enforce access
and entitlements at a more atomic level. With thtslligence, large organizations can
then lock down data access to a small group ofdrieeknow” users, monitor activity,

and change access controls on the fly when negessar

In order to achieve these goals, identity managémeeds to be integrated into a
common “identity and access assurance” infrastraciuth leading security safeguards
like:

Data discovery, classification, and security policgnforcement

The identity management infrastructure should bgpstted by Data Loss Prevention
(DLP) tools that can scan and classify data repoeg and endpoint systems for
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sensitive data. Armed with this knowledge, idenéitld access management tools can be
used to create small sub-groups or specific rol#s @onfidential data access rights. In
this way, information-centric identity managemerdgnchelp streamline regulatory
compliance controls, simplify audits, and redudernmation security risks.

Security monitoring and analysis.

Many existing compliance and security tools caryadéntify a user based upon an IP
address, not by an actual account name. This @&lglanadequate as current and future
compliance auditing and security forensic invesitges demand an end-to-end review of
who did what and when. To get a complete pictwlentity auditing tools must align
with log management and security event managematiat d his integration alone can
greatly reduce the time and effort necessary faurssy event detection, root cause
analysis, and emergency response.

Authentication management.

New demands for entitlements and role-based aamegsols demand a combination of
automated account provisioning and strong authatimic. When applied in an integrated
fashion, account provisioning and authenticatiom weake access rules far more granular
to specific users, application functions, or ddéanents.

Access certification.In order to demonstrate compliance with industrg government
mandates regarding controls over access to semsdata, organizations need a
mechanism for automatically analyzing user accegss and verifying that they are
consistent with corporate policy.

It is important to note that identity and infornmatisecurity integration must go beyond
information exchange for historical reporting. Tg®abusiness and security demand
rapid response capabilities for functions like ps@ning a user account for an external
contractor, detecting a security attack in progressgathering evidence for a legal
proceeding. To meet these requirements, identity iaformation security must have
integrated command-and-control, common user intedaand real-time monitoring and
alerting.

Identity and Information Security Integration Requi rements

As described above, identity and information seguimtegration is being driven by
numerous business and technology trends. Movingvaia, CIOs will need to be
incredibly responsive to changing requirements widh identity and security
infrastructure that can meet their requiremen® ameas (see Table 1):

1. Real-time business agility

2. Ease of use.

3. Enhanced protection
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Table 1. Attributes of Identity and Information Security Integration

Attribute Business Benefit IT Benefit
Real-time business agility e Get users productive ¢ Offer proactive support for new
e Extend internal applications to business processes
external constituencies to drive *  Accelerated deployment of new
revenue and productivity applications

¢ Customize business processes to
user needs and requirements

Ease of use ¢ Rapid business process execution * Rapid user provisioning
e Accelerates time to user * Rapid integration into IT
productivity infrastructure

s Enhanced IT skills with common
processes and training

Enhanced protection ®  Secure business processes *  Security from user access to
e Security seen as enabler, not an back-end data
inhibitor s End-to-end enterprise coverage

e Commeon view and reports for
measurement, forensics, and
compliance audits

Real-time Business Agility

First and foremost, an integrated identity and rim@tion security infrastructure must

enable, rather than inhibit, new network-basedrmss processes without increasing risk
or complicating regulatory compliance efforts. Tecamplish these goals, integrated
identity and security must:

Get users productive—and keep them productiveThink of automated user account
provisioning as “table stakes” here. Basic idertityls must tie into HR systems, anchor
workflow processes, and handle moves/adds/changea straightforward fashion.
Superior systems will also define and manage rehisiements, keep users productive
with enterprise password management based upomredeppolicies, and tie into user
access compliance tools that review access rigiggect control gaps, and guide IT
administrators through remediation processes. Thst hdentity tools will also
interoperate with existing directory infrastructsireather than require a costly and
complex directory overlay. Ultimately, the goaltes maintain productivity by making
tasks like application authentication, password agament, and management approval
processes as automated and transparent as possible.

Accommodate non-employeesAs ESG’s research clearly indicates, moving forward
more and more users will be external constitueaitser than employees. While external
IT applications help the business, IT may be quiaklerwhelmed if it is expected to
provision external users via internal tools andcpsses. To align external business
processes with 1AM requirements, it is imperatitiattClOs set up the right processes
and technologies to accommodate federated identityh the appropriate tools and
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support for federated standards, an integrateditglesecurity infrastructure can extend

security, authentication, authorization, and useoant provisioning to business partners
and vice versa. When supported by the right contedcprotection and IT/end-user

training, federated identity can greatly accelemtéernal business initiatives without

adding operations overhead or incremental risk.

Align access rights with business processe$Vhile most large organizations have
standard security policies, IT utilization and rigiterance varies greatly on a business
process basis. For example, a health care fauilitycustomize access rights and security
policies depending upon whether business processe¢re around urgent care,
prescription management, or administration. By mag identity and information
security, large organizations can create authdmditaand authorization policies based
upon additional factors such as location, time @f,dand type of transaction. When a
physician accesses patient records from the emeygeoom, she will be given
immediate access based upon her RFI identity batfpen she prescribes painkillers for
this patient, she may be asked for additional aceesfication before the transaction can
be processed.

Ease of Use

Even in the most sophisticated IT shops, many lessirand IT managers would agree
that current identity and security processes anolstcare overly complex and
cumbersome. Today’s annoyances could quickly casead major impediments as the
number of external users and network business gseseskyrocket. Clearly, this must
change quickly. To support growing business neatigtity and security integration
“ease of use” must be drastically improved withtegrated command-and-control.
Today’s patchwork identity and security infrasturet is anchored by a potpourri of
management and reporting consoles that can’t scategdinate change management, or
offer common reporting. While a single manageméatfgrm would be ideal, theeality

in today’s diverse, heterogeneous environment a$ Wendors must integrate disparate
tools and technologies. In the short term, idenéityd security must be backed by
integrated management tools that share informatiafe coordinating configuration and
change management operations. With identity andrggcintegration, a security or
compliance manager can evaluate user access nghitdes as they relate to sensitive
data, like health information, in a common rep@&y. viewing this data in a common
report, they can easily take the necessary remewliactions like verifying access
privileges with a business manager, adjusting psjcor modifying user access rights
accordingly.

Wide support for applications and devices.

The history of IAM is plagued by limited softwareots that demand complex and time
consuming custom integration. CIOs should no lomqmérup with this burden. Rather,
IAM systems designed for today’s business requirgmeust provide “out-of-the-box”
support for a wide assortment of business apptioati security technologies, and
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hardware devices. For example, IAM tools shouldrdessly plug into hard and soft
authentication technologies for user provisionirsgweell as configuration and change
management. Account and role management systenusdsivork flawlessly with web
access management systems that often control atwesdernal applications. Internal
systems should also support federated identitydsias to simplify integration with
external users and applications. User self serRegardless of training efforts, many
users will still need help with new identity toolsse their security tokens, or forget their
passwords. This usually ends with a help deskozailying an associated cost. Yes, it is
important to provide adequate services for ends, deut user self service tools have
demonstrated their value in accelerating problewirsgp and greatly reducing help desk
call volume. The best identity tools provide ancageent of self service capabilities,
such as password reset or business manager-basedpnawisioning. All of these
capabilities bolster productivity while minimizindg@ involvement.

Enhanced Protection

Of course, the other side of accelerated businessegses is risk management. More
users, devices, network traffic, and web-facingliappons have the potential to greatly
increase security risk. To address these threaits sipporting the business, identity and
security integration must:

Support strong authentication and fine-grained acces control. To deal with issues
around identity theft, users accessing sensitivermate data should use some type of
authentication technology that offers greater sgcuhan a typical user name and
password. Aside from standard account provisionthg, requires account management
systems capable of provisioning one-time passwardsrisk-based authentication
technologies such as adaptive authentication ¢hallenge/response systems), as well as
application access-based rules based upon orgamiabtisk posed by users, groups, or
specific roles. This functionality creates a “fuheffect” in order to segment the total
population of users into more discrete, manageable secure sub-groups (see Figure 3).
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Figure 3. Identity and Security Used to Segment Total User Population into Manageable Sub-groups

Total User Population

Privileged users Business partners with Customers with
with security tokens defined roles and entitlements adaptive authentication

Source: Enterprise Strategy Group, 2009.

Augment information security controls. Entitlemenanagement success depends upon
data discovery, classification, and rights managenihis is best accomplished with an
integrated identity and security infrastructurettileludes DLP in the data centre, in the
network, and on endpoints. In this scenario, DLRused to scan and classify data
repositories and apply data access rules that alitinroles and security policies. In the
best case, identity tools can support DLP by mapponfidential data files directly with
user access rights. This helps apply a sense ¢éxiaim access policies by mapping data
classification with user roles. In this way, seguadministrators can ensure that only
authorized personnel have access to sensitive ddkeen Margaret in HR tries to
download the employee database, security admitostracan quickly determine her
identity and location and then take remediatiomoastto cut off her network access and
cancel her account. Provide end-to-end monitorimdy r@porting. Governance, risk, and
compliance efforts depend upon a steady streamabtime information to assess current
status, detect anomalies or attacks, analyze evamiscompile reports for management
reviews or IT audits. Integrating identity and s#guwith Security Information and
Event Management (SIEM) can enhance current mamgoand reporting tools by
linking security events to actual people and tratisas. When Eddie in Sales suspects
that he will be terminated soon and begins steatingtomer information, security
administrators will be able to link large file dolwads to Eddie himself, rather than to a
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cryptic IP address. This capability is also extrgmeseful for security event detection
and investigation. Managers can also use accestficegion and compliance
management software to examine and validate tletacxess rights to sensitive data are
consistent with the “least privilege” principle athét access is based on a clearly defined
business purpose.

Taken together, these identity and security intagmaattributes can help ClOs achieve
their biggest objectives: provide technology totds accelerate the business while
minimizing any incremental risks. Aside from theseorthwhile goals, large
organizations can experience some other signifibanefits as well. First, they will be
able to customize business processes and seculities based upon user or group
attributes. For example, IT can create applicateatures and provide secure access for
only a handful of top customers to increase satescastomer satisfaction. This can lead
to more creative and experimental applicationsaliynIT can greatly reduce the costs
associated with IAM and security through greatex asautomation, user self-services,
and common management/reporting Since users maidgeaiity and security separately
in the past, many technology vendors picked thaitlds in one area or another, so there
are few integrated solutions to choose from. Theysis actually worse than this,
however. Many “integrated” identity and securityusimns were either cobbled together
through acquisition or depend upon basic interdpkiya between various vendor
offerings.

Self Assessment Exercise
Explain the Need for Identity and Information Setyuintegration

4.0 Conclusion

Along with death and taxes, integration of idenaityd security is inevitable. CIOs must
recognize this reality soon and address the cugaps between the two areas. While IT
operations, compliance, and security groups willdfié from an integrated identity and
security infrastructure, smart IT executives wikhke sure to work hand-in-hand on this
transition with business managers as well. Use dBisan opportunity for IT and the
business to collaborate on things like data clasdibn, user roles, self-service
requirements, and workflow process improvementsarE@lOs will assess their current
identity and information security tools and begiraftng a migration plan toward
integrated identity and access assurance. To gastimistakes and move forward on a
proactive basis, IT executives should:

Gain buy-in from the business As mentioned above, CIOs should use this projeenas
opportunity to get business managers involved. Theans defining policies, data
classification taxonomies, roles, and workflows atién aligning monitoring and
enforcement technologies with clearly defined besiprocesses. Make sure to define
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“ease of use” requirements as well, in order tavdelan identity and access assurance
infrastructure that business managers will support.

Appoint and empower project managers.Even if business and IT requirements are
clearly defined, things will change as identitylsdty projects progress. Make sure that
project managers have enough internal clout to gerhrough these changes. Savvy
organizations will support project managers witkibass and IT executive oversight.

Require a proof of concept.Make sure that identity and access assurance fsojec
contain a proof-of-concept phase so project masaggn experience from a final test on
functionality and usability by a broad group of im&ss, IT, and security managers.

Look for “out-of-box” capabilities. Even the best project can be detoured by months of
custom software design, development, and testilmgavioid these interruptions, make
sure to select tools that offer the broadest “dtliax” support for application/device
support, policy creation, custom reports, and mm@tiion security integration. Vendors
and reference accounts that provide nebulous irdbom about multi-year
implementation cycles, development tools, or vagudermation security partnerships
should be viewed as a red flag.

Finally, software and services acquisition cosésiaportant, but the real goal should be
long-term TCO, risk reduction, and business enablémMake sure to ask reference
accounts for concrete data on how they've donbesd areas.

5.0 Summary

This unit highlights the importance of identity nagement, identity and security
integration attributes for any organisational dwwe and for management staff.
Mentioned among others are the attributes which leaip major players in large
organisations to achieve their objectives, in plog relevant technological tools to
accelerate the business process while minimiziygraaremental risks.

6.0 Tutor Marked Assignment
a. What is ldentity management?
b. Why has overall collaboration between security gesoftware developers,
and IT operations remained fairly limited?
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UNIT 3
Integrating Information Assurance into System Adminstration

Content
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2.0 Obijectives

3.0 Main body

4.0 Conclusion

5.0 Summary

6.0 Tutor Marked Assignment
7.0 References/ Further Reading

1.0 Introduction

The ability to construct virtual information systemither locally or using a wide range of
options from externalizing individual services tdudly distributed or cloud computing
environment rapidly implies that system administratmay not only be called upon
much more frequently to make decisions that wouéVipusly have been the prerogative
of system architects, but that such decisions maybbhsed more on momentary
expediency than sound architecture as it may berfasid more cost-effective to call
upon an external service provider than to bringrimal services on-stream. Moreover, the
use of services rather than capital equipment hadgtospect of off-loading most of the
administrative responsibility associated with saehvices all provide strong incentives at
levels from system administrators to system arctiéteThe use of such facilities does,
however, involve a number of risks both technicad Begal in nature which must be fully
understood as some of the consequences of sersecara difficult if not impossible to
reverse and hence can have a temporal extentaha&x€eeds the life-time of a given
configuration. At the same time it is unlikely thas requirements emerge at the
operational level, decisions on how to meet requamts will be escalated to a strategic
system architect's level at all time. Given thatnyasuch services are, however,
interdependent on each other either directly onreéatly, even a small number of
externally provisioned services can represent g-term commitment.

2.0 Objectives
Based on the above introduction students are esgdctunderstand:

1. The types of services and facilities availablenfoimation system architects and
administrators.
2. Information security implications.

3.0 Main body
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Distributed computing services, despite recent padodic re-naming and different
efforts at promoting such services, has been a-$tagding vision arguably originating
with the Computing Utilityproposed by the MIT MAC project as articulated Bné&
(1965) and subsequently implemented substantiallythe Multics system. It is
particularly noteworthy in this context that onetbe core concepts of modern cloud
computing, i.e. the sharing and remote commeraal af virtual machines dates to the
mid- 1960s.

Key Features Of Current Distributed Computing Architectures

While terminology varies considerably, a simpledaemy of distributed computing
elements can be derived based on the granularitheokervices offered. At the finest
level of granularity, individual services, typicaliveb or database services (currently
being referred to agpplications in the cloudr AITC) are providing business processes
or components with state distributed across senamd client systems. Several
implementation variants, frequently hybrid, rangingm legacy CORBA environments
via SOAP and WS infrastructures to AJAX based te design principle of
representational state transfer (REST) originalycalated by Fielding (2000). Each
service may in turn depend on others and can reaéveral service layers (frequently
employing database back-ends). Moreover, a numibeanaillary services can be
required, including service discovery mechanisman@é services and, when security
mechanisms are utilized, key management infrastrest Moreover, each of these
services can be provided in a geographically dhsted manner, adding the
interconnecting networks to the infrastructure rexli for provisioning such services.
While general deployment of such services is lithitsome areas such as externally
provisioned email services are increasingly common.

Similar design principles employing middleware caments are also found in more
complex service-oriented architectures in which plax business processes are
composed of multiple implementation services anéney typically coordinated on
enterprise service bus responsible for processeoloaphy and service orchestration;
this is also referred to gdatforms in the cloudPITC). Software as a service (SaaS) as
originally described by Benne#t al. (2000) can be considered a derivative of this
approach in that the service delivery uses the gaotmical underpinnings while state is
typically retained on the application service pd®ris systems; infrastructure
dependencies are therefore potentially of simi@nglexity as in the case of uncoupled
web services. However, the most popular approaamuanly associated with the term
cloud computing (also referred toiagrastructure in the cloudlITC) is of a more coarse
granularity in that it is centred on the provisimgpiof virtual machines and storage space
available commercially from a number of sourcegh@ligh this eliminates some of the
interdependency layers noted above, access taesmwill still require queuing, network
and cryptographic key management as well as patgntront-end infrastructures, while
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both virtual machines and storage will frequentéy e-located dynamically to provide
improved response times and failure tolerance disasdéoad balancing.

Cloud Management

Although particularly in case of [ITC residual st management responsibility lies
with the service user and network as well as engblinfrastructure must still be

maintained, significant portions are migratinghe tnfrastructure provider. This requires
not only the elaboration of service level agreemgB8LA) for all relevant aspects of the
service, but also monitoring compliance with SLAsl dhe deployment of mitigation and
service level enforcement mechanisms.

SECURITY CHALLENGES

A number of security issues arising from the ditred environments outlined in section
2 are easily identified. While securing confidellyaand integrity of data in transit is
trivially addressed using standard cryptographiotqumols, even storage presents a
number of difficulties as encrypting data at resaymboth interfere with desired
functionality and adversely affects application fpenance. Moreover, as data is
processed, by definition, on systems under thercbot one or more third parties, it will
be available as plaintext in such an environmehis Taises questions both about the
trustworthiness of service providers and the stiermj compartmentalization between
virtual machine instances, which must not only eEntained during operation but also
in case of virtual machine migration.

Further security issues arise from uncertaintiesutithe integrity of the computing and
communication platform themselves, which can afftot integrity of both the
applications and that of active monitoring, e.g.Bygzantine behaviour in suppressing or
altering messages. This type of threat is alsoemtefor the case of key and identity
management; as key material is implicitly exposeay be accessible to adversaries at
endpoints or within the management infrastructuréhe service provider. Given the
exposure of network traffic as well as potentialss-service contamination and hence the
increased risk of denial of service attacks conghéoesystems within an organization’s
perimeter, availability is a major security consat®n. While reliability models can
provide predictable high levels of availability ime face of random (Gaussian) failures,
this may not be the case for deliberate attacksctwimay indeed target the very
mechanisms providing robustness and redundancy asidbad balancing mechanisms.
However, while the above touches upon severatatiind in part insufficiently resolved
security challenges in cloud computing, there amghér implications for legal and
management perspectives which must also be takeaacount.

In most backup configurations, multiple copies aygherations of backup data are
interspersed on storage media at different accesarbhies. While this redundancy is
typically desirable in the event of failure, debetiof data sets such as in case of the
termination of a service agreement is problematiticularly if a service provider does
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not isolate backups for different customers asosimonly the case and implied in
terms and conditions of service providers. Simylaibloth servers and storage media may
be in different physical locations with serviceslatata migrating among locations to
provide optimum resource usage and service letAgwiever, while such migration and
distribution is deliberately transparent at the lenpentation level, physical location can
imply that a given datum or service may fall undéferent jurisdiction. In some cases
this may even affect the legality of a serviceransactions, but a major concern arises
from the possibility of seizing evidence in crimlira civil proceedings as well as for
compliance purposes. Moreover, certain processeg mke out the use of cloud
computing environments entirely.

Self Assessment Exercise

1. What is cloud computing?
2. Discuss some of the security challenges.

4.0 Conclusion

While the cost and flexibility benefits resultingpin distributed and cloud computing
environments are clearly evident, this approact ks far reaching implications for the
threat surface presented as well as general infamaecurity risks, particularly to
availability. The design of cloud-based storageises also implies that data once stored
with such services may be very hard to recall. @ase with which these services can be
used implies that system administrators may noty d@ called upon much more
frequently to make decisions that would previousiye been the prerogative of system
architects, but that such decisions may be base& mo momentary expediency than
sound architecture unless the implications are nstoled clearly. As the impact is both
technical and legal in nature and can easily hatengporal extent well exceeding the
life-time of a given configuration.

5.0 Summary
This unit briefly reviews some of the key featurafscurrent distributed computing
architectures; it highlights systems managemergcsmf such architectures.

6.0 Tutor Marked Assignment

Residual system management responsibility has @eseribed as lying with the service
user and network as well as enabling infrastructDrecuss.
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1.0 Introduction

A management information system (MIS) is a systemprcess that provides the
information necessary to manage an organizaticece¥ely. MIS and the information it

generates are generally considered essential camporof prudent and reasonable
business decisions. The importance of maintainingoasistent approach to the
development, use, and review of MIS systems widlmy institution must be an ongoing
concern for management and technical staff.
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2.0 Objectives
Students are expected to know:
1. the basic definition of Management Information t8yss
2. the relevance of management information system JMi®l how it should be
designed and used to achieve sound organisatioatd.g
3. the various risks associated with the managemekit 6f

3.0 Main body

MIS should have a clearly defined framework of @liltes, policies or practices,
standards, and procedures for the organizationsélbbould be followed throughout the
institution in the development, maintenance, arelafsall MIS. MIS is viewed and used
at many levels by management. It should be sup@odf the institution's longer term
strategic goals and objectives. To the other ex@rénis also those everyday financial
accounting systems that are used to ensure basicobdes maintained over financial
record-keeping activities. For instance Financa@aainting systems and subsystems are
just one type of institutional MIS. Financial acoting systems are an important
functional element or part of the total MIS struetof a bank. However, they are more
narrowly focused on the internal balancing of astifation's books to the general ledger
and other financial accounting subsystems. For gl@maccrual adjustments, reconciling
and correcting entries used to reconcile the firrsystems to the general ledger are not
always immediately entered into other MIS systedscordingly, although MIS and
accounting reconcilement totals for related lissiragnd activities should be similar, they
may not necessarily balance.

An institution's MIS should be designed to achithefollowing goals:
* Enhance communication among employees.

* Deliver complex material throughout the instiuti

* Provide an objective system for recording andegating information
* Reduce expenses related to labour-intensive nhagtigities.

» Support the organization's strategic goals anettion.

Because MIS supplies decision makers with factsugports and enhances the overall
decision making process. MIS also enhances jolbpadnce throughout an institution.
At the most senior levels, it provides the data arfdrmation to help the board and
management make strategic decisions. At otherdeWS provides the means through
which the institution's activities are monitored damformation is distributed to
management, employees, and customers. Effective $¥itiaild ensure the appropriate
presentation formats and time frames required l®raifpns and senior management are
met. MIS can be maintained and developed by eitimual or automated systems or a
combination of both. It should always be sufficidnt meet an institution's unique
business goals and objectives. The effective dedigeof an institution's products and
services are supported by the MIS. These systemddshe accessible and useable at all
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appropriate levels of the organization. MIS is di@al component of the institution's
overall risk management strategy. MIS supports meament's ability to perform such
reviews. MIS should be used to recognize, monitoeasure, limit, and manage risks.
Risk management involves four main elements:

a) Policies or practices.

b) Operational processes.
c) Staff and management.
d) Feedback devices.

Frequently, operational processes and feedbackeeare intertwined and cannot easily
be viewed separately. The most efficient and ugelbs should be both operational and
informational. As such, management can use MIS &agsure performance, manage
resources, and help an institution comply with taeguy requirements. One example of
this would be the managing and reporting of loanmsiders. MIS can also be used by
management to provide feedback on the effectivemésssk controls. Controls are
developed to support the proper management oftmsiugh the institution's policies or
practices, operational processes, and the assidrohdaties and responsibilities to staff
and managers.

Technological, advances have increased both thi&abiNigy and volume of information
management that directors have for both planningd&atision making. Correspondingly,
technology also increases the potential for inaateureporting and flawed decision
making. Because data can be extracted from mamndial and transaction systems,
appropriate control procedures must be set up sorenthat information is correct and
relevant. In addition, since MIS often originatesni multiple equipment platforms
including mainframes, minicomputers, and microcotem) controls must ensure that
systems on smaller computers have processing ¢entrat are as well defined and as
effective as those commonly found on the traditiignrger mainframe systems. All
institutions must set up a framework of sound fumdatal principles that identify risk,
establish controls, and provide for effective MI8view and monitoring systems
throughout the organization. Commonly, an orgaiopatmay choose to establish and
express these sound principles in writing.

Placing these principles in writing is often thesbeption to enhance effective
communications throughout any institution. If howevmanagement follows sound
fundamental principles and governs the risk in €&, a written policy will not be
required. If sound principles are not effectivelagiiced, the organisation may require
management to establish written MIS policies tarfally communicate risk parameters
and controls in this area. Sound fundamental grlasifor MIS include proper internal
controls, operating procedures and safeguardsaadd coverage. These principles are
explained below.
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Risks Associated With Management Information Systes

Risk reflects the potential, the likelihood, or tlegpectation of events that could
adversely affect earnings or capital. Managemees 04IS to help in the assessment of
risk within an institution. Management decisionsdxh upon ineffective, inaccurate, or
incomplete MIS may increase risk in a number ofarsuch as credit quality, liquidity,
market/pricing, interest rate, or foreign currendyflawed MIS causes operational risks
and can adversely affect an organization's monigoof its fiduciary, consumer, fair
lending, Bank Secrecy Act, or other complianceteslaactivities. Since management
requires information to assess and monitor perfaoaaat all levels of the organization,
MIS risk can extend to all levels of the operatioAdditionally, poorly programmed or
non-secure systems in which data can be manipuéatdtbr systems requiring ongoing
repairs can easily disrupt routine work flow anch daad to incorrect decisions or
impaired planning.

Assessing Vulnerability To Management Information $stems Risk

To function effectively as an interacting, inteateld, and interdependent feedback tool
for management and staff, MIS must be "useableé flve elements of a useable MIS

system are: timeliness, accuracy, consistency, teness, and relevance. The
usefulness of MIS is hindered whenever one or robthese elements are compromised.

1. Timeliness

To simplify prompt decision making, an institutistIS should be capable of providing
and distributingcurrentinformation to appropriate users. Information sgsteshould be
designed to expedite reporting of information. ystem should be able to quickly
collect and edit data, summarize results, and hetaladjust and correct errors promptly.

2. Accuracy

A sound system of automated and manual internafra@isnmust exist throughout all
information systems processing activities. Inforiorashould receive appropriate editing,
balancing, and internal control checks. A comprehen internal and external audit
program should be employed to ensure the adeqguaciemal controls.

3. Consistency

To be reliable, data should be processed and cedmbnsistently and uniformly.
Variations in how data is collected and reported chstort information and trend
analysis. In addition, because data collection @pbrting processes will change over
time, management must establish sound procedurafote for systems changes. These
procedures should be well defined and documentedtlg communicated to appropriate
employees, and should include an effective momigpsystem.

4, Completeness
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Decision makers need complete and pertinent infooman a summarized form. Reports
should be designed to eliminate clutter and voluums detail, thereby avoiding
“"information overload."

5. Relevance

Information provided to management must be relevafibrmation that is inappropriate,
unnecessary, or too detailed for effective decisimaking has no value. MIS must be
appropriate to support the management level usinghie relevance and level of detail
provided through MIS systems directly correlatewbat is needed by the board of
directors, executive management, departmental ea arid-level managers, etc. in the
performance of their jobs.

Achieving Sound Management Information Systems

The development of sound MIS is the result of tegelbpment and enforcement of a
culture of system ownership. An "owner" is a systgser who knows current customer
and constituent needs and also has budget authiorifund new projects. Building
"ownership" promotes pride in institution processasl helps ensure accountability.
Although MIS does not necessarily reduce expenies,development of meaningful
systems, and their proper use, will lessen theghitiby that erroneous decisions will be
made because of inaccurate or untimely informat&moneous decisions invariably
misallocate and/or waste resources. This may résulin adverse impact on earnings
and/or capital. MIS which meets the five elemeritaseability is a critical ingredient to
an institution's short- and long-range planningoeff. To achieve sound MIS, the
organization's planning process should include idenation of MIS needs at both the
tactical and strategic levels. For example, ataidal level MIS systems and report
output should support the annual operating plan larbetary processes. They should
also be used in support of the long term stratdjié and business planning initiatives.
Without the development of an effective MIS, itnore difficult for management to
measure and monitor the success of new initiatwesthe progress of ongoing projects.
Two common examples of this would be the managemmiemtergers and acquisitions or
the continuing development and the introduction@# products and services.

Management needs to ensure that MIS systems armgoped according to a sound
methodology that encompasses the following phases:

» Appropriate analysis of system alternatives, apak points as the system is developed
or acquired, and task organization.

* Program development and negotiation of contragith equipment and software

vendors.

» Development of user instructions, training, aesting of the system.

* Installation and maintenance of the system.
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Management should also consider use of "projectag@ment techniques" to monitor
progress as the MIS system is being developedniateontrols must be woven into the
processes and periodically reviewed by auditorsnddament also should ensure that
managers and staff receive initial and ongoinghingi in MIS. In addition, user manuals
should be available and provide the following imfation:

* A brief description of the application or system.

e Input instructions, including collection pointsdatimes to send updated information.
 Balancing and reconciliation procedures.

» A complete listing of output reports, includingnsples.

Depending on the size and complexity of its MISteyg an institution may need to use
different manuals for different users such as {asgel users, unit managers, and
programmers.

Self Assessment Exercise
Discuss the four major elements involve in risk agament.

4.0 Conclusion

The importance of Management Information System&SjMo modern day institutions
cannot be overemphasised if one is to weigh theefitenin the short and long run.
Similarly the rate at which information flows in yarorganisation as well as the
minimisation of risk in modern day businesses catweomeasured. It therefore calls for
its implementation in any 2century organisation properly called.

5.0 Summary

This unit examines the definition and relevanceManagement Information System
(MIS) and how it should be designed and used taemehsound organisational goals.
Much Emphasis was placed on the five elements o$emble MIS system which are:
timeliness, accuracy, consistency, completenesg, ralevance. In the same vein it
highlights various risks associated with the manag® of MIS. Lastly the unit
concluded with the relevance of MIS in any'2Entury organisation.

6.0 Tutor Marked Assignment
List and explain the goals of any institution's Mgament Information Systems.

7.0 References/Further Reading
COBIT Security Baseline. USA: IT Governance Ing&t2004. www.itgi.org.
Comptroller's Handbook. 1995. Management Informat®ystems. A Call to Actionfor

Corporate Governance. A, AICPA, ISACA,NACD,
www.theiia.org/eSAC/pdf/BLG0331.pdf; March 2000.
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Information Security Governance: guidance for Beamf Directors and Executive
Management, IT Governance Institute, USA. ISBN BEW-28-8,
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UNIT 5
Elevating Information Security to Business Security
Content

1.0 Introduction

2.0 Obijectives

3.0 Main body

4.0 Conclusion

5.0 Summary

6.0 Tutor Marked Assignment
7.0 References/Further Reading

1.0 Introduction

During the last year or two, driven by developmemsthe field of Corporate
Governance, including IT Governance, it became ignpahat the scope of Information
Security is much wider than just (directly) protegtthe data, information and software
of a business. Such data, information and softiae become invaluable assets of the
business as a whole, and not properly protectimgitiiormation could have profound
business and legal implications. Basically, theadanhd information of the business
became its ‘life blood’, and compromising this lf®od, could kill the business.

2.0 Obijectives

Students are expected to know that the discipispansible for protecting a company’s
information assets against business risks has rem@rbe such a crucial component of
good Corporate Governance.

3.0 Main body

Executive Management and Boards started realizingt tinformation Security
Governance was becoming their direct responsibiliynd that serious personal
consequences, specifically legally, could flow fragmoring information security.
Information security governance had become an ortapt business responsibility, and
accountability escalated up to the Board level.

The following views quoted from relevant documalstrate this development:

‘Corporate Governance consists of the set of pdi@nd internal
controls by which organizations, irrespective afesor form, are
directed and managed. Information security goveseds a subset
of organizations’ overall (corporate) governanceogoam’
(Information Security Governancee a call to action)
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‘Boards of Directors will increasingly be expectead make
information security an intrinsic part of governangreferably
integrated with the processes they have in placgawern IT
(Information Security Governance: guidance for Bisarof
Directors and Executive Management).

‘For information security to be properly addressegheater
involvement of boards of directors, executive mamagnt and
business process owners is required’ (InformatioacuBty
Governance: guidance for Boards of Directors ancdechbve
Management).

‘An information security program is a risk mitigati method like
other control and governance actions and shouleéfibre clearly fit
into overall enterprise governance’ (Information c@&y
Governance: guidance for Boards of Directors ancecHbive
Management).

‘The information possessed by an organization iragnits most
valuable assets and is critical to its success.Bidsd of Directors,
which is ultimately accountable for the organiza®osuccess, is
therefore responsible for the protection of itsomfation. The
protection of this information can be achieved orityrough
effective management and assured only through tefeedoard
oversight’ (A Call to Action for Corporate Goverrean 2000).

One of the risks Board members are exposed to is:
‘Failure to understand the impact of security figki on the
business, and potential effect on shareholdersteshace and
competition’ (COBIT Security Baseline, 2004).

This growing realization has established the faat information security governance has
an enterprise wide risk mitigating impact, and tthat risks mitigated by an information
security governance plan, are risks which haverdargrise wide business implication.
After all, we do not refer to such risks as ‘infaon risks’, but to ‘business risks’,
accepting and understanding the fact that if suglsrmaterialize, business as a whole
will be affected. Therefore, if we accept that symbtection mitigates business risks,
should we not start calling it Business Securistéad of Information Security?

By ‘elevating’ Information Security to Business 8sty, it will get the extra focus and

attention it needs to ensure the prolonged existefiche company, and to integrate all
the present efforts as far as such protection ic@med. IBM has its Global Business
Security Index, which is ‘aimed at the boardroornthea than IT departments because it
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helps companies assess their security vulnerasilitom a business perspective.’ (IBM).
Note that they do not call it an ‘Information Satprndex’, but rather a ‘Business
Security Index’!

Information Security Governance has become intetgrajjood corporate governance.
Although this fact had always been true (by dejauhis recent emphasis on good
corporate governance had brought information sgcuaruch more ‘into the open’, and

‘into the faces’ of Boards of Directors and ExecatiManagement. This move had
resulted in information security actually beingrs@s what it always was, a discipline to
mediate business risks. This has also now beenufated in law by for e.g. the

Sarbanes-Oxley legal developments in the USA. d@ibielopment will however have an
impact much wider than the USA. Other legal imgimas are also becoming apparent.
‘Finally, company directors should keep in mindttfaalure and/or refusal to identify and

address corporate IT risk may result in persomdillity if damages or losses follow.

In terms of section 424 of the Companies Act, ador and even an IT manager may be
personally liable for unlimited damages if the dadl to identify and manage risks are
classified as reckless management of the comparthédyourts’ (ITWeb, 2003). Data
security became computer security, and computaurggdecame IT security and IT
security became information security because ob#teer understanding of the business
impact and associated risk of not properly protgcth company’s electronic resources.
The recent emphasis and guidelines on good com@aernance had improved and
extended this understanding to such an extenthigprotection must now be seen as an
integral part of wider business protection and Beiss Security seems to be the best term
to relate the fact.

Self Assessment Exercise
What do you understand by Information security goaace?

4.0 Conclusion

There are various views regarding the term Busisessirity as too wide to use in this
context - nevertheless, it is important that bytstg to refer to Information Security as
Business Security, and Information Security Govecea as Business Security
Governance, the role and position of protecting dletronic resources of a company
will just benefit by making it a permanent item kit the protection of the business as a
whole, and of mediating business risks - as isireduy good Corporate Governance.

5.0 Summary

This unit argues that information security, thecgiibne responsible for protecting a
company’s information assets against business,risks now become such a crucial
component of good Corporate Governance, that itulshoather be elevated from
Information Security to Business Security or bestdl be used interchangeably.
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6.0 Tutor Marked Assignment
1. What are the benefits of elevating Information S#gtio Business Security?
2. Succinctly define Corporate Governance and kst@mponents?

7.0 References/Further Reading

Barwise, J and Etchemendy J. (2001). "Computesjalization, and the Nature of
Reasoning." Accessible in PDF format ti#p://morpheus.hartford.edu/~anderson/

COBIT Security Baseline. USA: IT Governance Ingatl2004. www.itgi.org.

IBM offers companies monthly security report, wwwfasion.
com/news/2004/1025bmoffer.html.

Information Security Governance e a call to actibational Cyber Security Summit
Task Force, www.cyberpartnership. org/infoSecGowpdr.

Information Security Governance: guidance for Beamf Directors and Executive

Management, IT  Governance Institute, USA. ISBN BRW-28-8,
www.itgovernance.org.

Information Technology Web. (2003). South Africa6 May, Sarbanes-Oxley Act,
www.sarbanes-oxley-forum.com.

Kendell, K.E. and Kendell, J.E. (2002). Systems I¢sia and Design. Pearson Education
Asia Pp.117-196.
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Module 3

Unit 1. The Information Systems and the Economicsof Innocent Fraud
Management

Unit 2. An Overview of Information Security as a Rek Management Function

Unit 3. Risk Assessment

Unit 4. Risk Mitigation Options

Unit 5. Mitigating Economic Risk through Security Technology

Unit 1

The Information Systems and the Economics of Innoc# Fraud Management
Contents

8.0 Introduction

9.0 Objectives

10.0 Main body

11.0 Conclusion

12.0 Summary

13.0 Tutor Marked Assignment

14.0 References/ Further Reading

1.0 Introduction

In a published work, a concise and illustrated lsgsits of what may be considered indeed
an intellectual will, John Kenneth Galbraith defrtbe present economic system as ‘the
economics of innocent fraud’ (Galbraith, 2004).sTld an economy estranged from the
real world, an economy where the private spherectirthe public one (through the
defense and arms industry) and where corporatiamk antidemocratically (the power is
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in the hands of those who own a minority of shar€&h)s is also an economy in which
the poor are denied access to the money they wegaenhd whereas the rich are granted
the income they will save (according to Galbraiths is the main effect of the tax cuts
policies worldwide). And this is also an economywhich an elite of great men pretend
to know what is not possible to know, the uncettagmof economic change (charging
huge fees for it). In short, this is an economyalkhtonstitutes a real fraud to mankind.
This fraud could be more or less ‘innocent’: is@metimes an uncalculated status, taken
for granted and assimilated by the majority as rabyrnand perpetuated with good
intentions, starting by the mass media which do cartdemn it; whereas at other
occasions it carries an implicit and considerablelen of selfishness and malice.

2.0 Obijectives

Students are expected to describe the connectiwvebe the use of ICTs and financial
crime; and the need for ICTs as a tool to fight Ik of transparency and white-collar
crime.

3.0 Main body

Information and Communication Technologies and itdDemocratizing Role
According to the World Bank, the ICT sector is defi as the sum of hardware, software,
and networks subsectors plus the media for retrigvstoring, processing, transmitting
and presenting information (voice, data, text, isgg(World Bank Group, 2002). The
ICT sector has involved a whole revolution througthihe most diverse areas of society,
as has been recurrently and prolifically descripegliously, by a considerable number
of authors during the last two decades (for exanastells, 1997; Shapiro and Leone,
1999; Lessig, 1999; Slevin 2000; or Himanen, 200gvertheless, some productive
sectors have been especially affected by the idwsgy of the change; amongst them
are the financial sector and the mass media. ¥instlthe case of the financial services ,
we are facing the senior sector of the currentalabtion (as capitals initiated, thanks to
computerization, the speed up of the current gleatbn process). Secondly, in the case
of the cultural industries, to which the mass meatia integrated, the impact has also
been severe and manifold: extra-corporative (oattie corporation, in the marketplace)
and intra-corporative (in routines and work pragsienside the corporation), on the one
hand; but also in the channel, message, produnt@sns and consumption, on the other
hand. In both cases, either in the context of tledienor in the financial sector or in any
other sector, the arrival of ICT during the secdradf of the 20th century has been
accompanied by a tremendous expectation. Theinpates enormous, whether from a
material and economic or an intellectual and squoaht of view. This expectation is for
instance articulated in World Bank studies. In jporé from December 2003, the World
Bank dared to put figures at the growing link bedswdCT and economic growth (The
World Bank, 2004). This meant and still means abilink, according to the World
Bank: the increasing production of ICT contributes a growth in production,
employment and export; meanwhile, the use of ICTcraases productivity,
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competitiveness and economic growth as well. Thathese new technologies generate
wealth as an industrial sector by themselves, hag tontribute at the same time to an
increase in the wealth of the sectors that use .tAdra World Bank does not pinpoint
whether this technological race and economic gramhthe solutions to the problems of
humanity (though it acknowledges that the contrdsufrom ICT to the economic growth
of developing countries is still limited) . Howeyéne World Bank report concludes with
an interesting sentence about the positive effelctl@r's on global economic
development:

Its applications provide access to worldwide infation and allow for collaboration
amongst people from different continents. Greatecess to information and
opportunities for collaboration can create job apyuties, transfer of skills, and greater
efficiency and transparency in politics and bussn@he World Bank, 2004: 23). This is
the point. New ICTs have an additional potentidijoli is as encouraging as it has hardly
been exploited: its enormous possibilities for @aging transparency of political and
economic management of social agents. This greaeragement transparency could
become the biggest step forward ICT might provideotir current society. ICT could
become a democratizing instrument not only regardive globalization of knowledge
but also in the fight against fraud. More than timmdred years ago, Immanuel Kant
defined transparency (publicity) as a useful insieat to measure justice of the acting
principles in his work Perpetual Peace. ‘Thus thegple of incompatibility between the
maxims of international law and publicity provideglear example of the nonconformity
of politics to morality (as a, science of right¥s stated in regards to the theory of law
(Kant, 1795). We could apply the same principleh® economic theory: a transparent
economic management is not automatically fair agld but an economic administration
afraid of publicity can hardly be fair and righteWN ICT that enable a maximum of
transparency can provide a check on the fairnessiogystems. However, this publicity
and by implication democratizing potential of IC$ vastly wasted. Instead, all the
attention and effort is concentrated towards tlmare economical side, such as the
ability for spurring productivity and corporativeqgfits.

Indeed, digitalization has affected in full the urat of all productive sectors, their

corporate structures, and the way people belorigitigese sectors work. One of the most
outstanding effects derived from that is the insmeg business concentration and the
increasing competition and productivity. But theegtion that nobody asks is: where
have the potential effects of ICT in the increagéransparency gone? The increase in
transparency in the economic management referrdxy the World Bank is one of the

central elements in the assumed democratizing oblECT. This greater transparency

would have been possible by means of two factoisiwlisually characterize the digital

revolution, and a third aspect far less explaifdekse are:

Firstly, and this is repeated ad nauseam, the ggrealume of information available in
this digital era means by itself an increase imdparency. And this is mainly true for
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both public and private organizations, whose datduo be available only in a physical
carrier and at one point in time, have increasedvttiume of information by uploading

their relevant corporate information into the Imitr (specially legal filings as annual
reports, fiscal years statements and forms, stofik financial and corporate history).

Secondly and equally endorsed, transparency ineseas only by the greater volume of
available information, but also by the greater amoof agents with access to that
information, restricted in the past to a few chdsiaed target groups.

And thirdly, and vastly underestimated, the compeation of the public and private
spheres that massively happened since the 1980k@&uvan exponential increase in the
control of information. Hence in turn, the publiontrol of the private sphere. It also
greatly increased the complexity of the functionofghe information systems, but that
price was worth paying, or at least it seemed rigtking into account all the benefits: for
the public sector it meant a greater control ofdhkgations of the private sector, and for
this last one, it involved a tremendous simplificatand improvement of its working
procedures, and most important, a considerablectieduin costs. With digitalization
everything is faster and better. And everythingvésaa record, even the attempts to
remove this record. To the above, numerous weaktpuiill later be added. The increase
in the amount of information becomes an oversatmatwhich can become
disinformative; the greater availability faces aglugap not only in the access to
information but also in the knowledge required taken this access effective; and
globalization hinders any control over transnatia@porations. But this ICT potential
does exist and it is in this greater transparehay its attributed important democratizing
function is based. However, and that is the kewtpioi our argument, this democratizing
role constitutes now a fraud, because, in practieepbenefits of ICT are being more used
(or at least as used) to escape the democraticottimin to guarantee it.

Financial crime and the lack of transparency

It is widely known that the first phase in the gsfieg up of world globalization during
the second half of the 20th century was the glabtbn of capital. According to many
people, that is the proper definition of globaliaat For instance: [Globalization or
internationalization] is defined as the progresgivecess of integration of the national
economies into the world market framework. A prsces liberalization of exchanges
and international movements of capital; a contiimmatof the old progressive
liberalization trends for external exchanges, atbyumterrupted at different times in
history by the success of protectionist ideas (&u&uarez 2001:2). What makes this
possible? There are here two issues, essentialig. first one is the political will,
dramatized with the arrival of conservative leadrsthe government in financially
stronger countries. Such leaders advocated fondleel to restore free trade, which they
unfailingly associated with economic prosperitys@tially Reagan in the USA and
Thatcher in the UK). The second issue is the exmmalegrowth of technological
development, essentially in the context of commatndns and transport, experienced in
the most developed countries. We can find othesaies such as the role of the World
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Trade Organization, multinationals, and the worliviacceptance of North American
culture, but none of these are as relevant asrthgqus two ones. And the first wave of
globalization that the new technologies do accedeiathe one that affects the financial
markets. Global capitalism started in the 70s. @ddducing countries joined into the
Organization of the Petroleum Exporting Countri@®EC), and raised the price of crude
oil. These countries suddenly faced substantialncernial surplus. The responsibility for
recycling these petrodollars laid on the Westemmroercial banks with the approval and
unspoken help of their respective governments. Himedollar market was then born, or
rather, it experienced an extraordinary push, aild Wy the first serious experiment of
internationalization of the financial markets toplace (Suarez Suarez 2001:8-9). This
internationalization of the financial system atlsw@cspeed and scope would have been
completely impossible without new ICT. But the dgesaspeed, connection and data
control that ICT allowed was not exploited, paradakly, to create a more transparent
system essential for legal business, but rathegstmpe from the transparency itself.
Indeed, the phenomenon of capital internationabmain such a way accelerated, but not
initiated, in the 70s was going to experience aorecedented splitting at the same time
when a new system parallel to the legitimate ong bean: tax havens.

Tax haven is the popular denomination by which difishore financial centers are
known, where ‘offshore’ is an euphemism for ‘locht® a lawless land’ (or with a
relaxed legal regime) (Hernandez Vigueras, 200&%. Aeavens --- also born in the 70s --
- peaked around the 1980’s, this peak being adedcit the suppression of legal
impairments, exchange controls, and the developmértelecommunications, which
have intensified the international movements odrficial capitals. Their growth has been
fostered by the flows of digital information whiallow the easy and inexpensive transfer
of money and data in real time (Hernandez VigueffX)3). According to Ramon
Tamames, a tax haven is a land with a ‘tax regimaé favors foreign residents and local
societies with low or non-existent taxes’ (Taman#X)2). In 2000, the Organization for
Economic Co-operation and Development (OECD), ajtars of work, identified 35
countries and territories which should be consideisx havens (OECD, 2000). This
figure would increase and change later on, depgndimthe classifying organizations
and according to a degree of permissiveness. Thelwb permissiveness is found in
countries such as the Bahamas, Caiman IslandssiBMirgin Islands, where neither
financial audits nor presentation of accounts ig pablic office are required, nor the
communication of profits or the identification ohet society's managers and/or
shareholders. There, the legislation to represssaeions and laundering of money
arising from crime is only recent. Less permisdiar havens are Andorra, Barbados,
Jamaica or Monaco, where specifications of obtaipedfits, the register of social
accounts in public registries and the compulsognidication of the managers, are all
now required . After many hindrances --- due todbgosition of many countries ---, at
the end of the 1990s a group of strong countrigbimvthe OECD agreed that offshore
territories serve essentially to tax evasion argitablaundering. In particular, investment
Bank Merrill Lynch estimated in their report WoNllealth Report (2002) that in 2001
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one third of the world wealth was kept in tax haseire. $ 8.5 trillion from a total of $
26.2 trillion of financial assets belonging to tgeeat world fortunes (Merrill Lynch,
2002: 2 and 11). Considering that Merrill Lynchimsttes are regarded as conservative
by anti-white collar crime organizations, the evwan of this phenomenon is worrying.
Even more if we look at the recent past, as thasienations have been continuously
increasing. Merrill Lynch calculated the capitafs offshore financial centers as $ 6
trillion in 2000 (Komisar, 2003) and other souressimated $ 5 trillion deposits in 1998
(Pedrero 2004: 155). The role of the banking systethis phenomenon is also clearly
visible within the sector records themselves. 10@0Merrill Lynch calculated that at
least half of the $ 6 trillion located in offsharenters was placed in banks located in tax
haven countries (Merrill Lynch, 2001). That is, aaing to the estimations of the
banking system, a third of the financial assetkigh net worth individuals (people with
more than $1 million in financial asset wealth) tenfound offshore, and banks manage
at least half of them. Financial entities have #amds of branches sited in tax havens.
Most of these are not offices from unknown banks,delegations or branches belonging
to the world's main financial companies. Jean Ziedescribes the main thoroughfare of
Nassau, home town to more than half of the popriadf Bahamas:

The offices of hundreds of IT professionals, aggicialists, financial analysts, lawyers
and notaries are located along the main streetadfsélu. These professionals are the
foundations of this offshore haven. Amongst thesrd¢hare around 300 Swiss citizens,
who are mostly directors or employees from onéefthirty-four Swiss banks managing
businesses for the most important and selectedtsl{@iegler, 2002).

In summary, this is a problem of great dimensioménihy sustained for political reasons.
A real determination to finish with them does ngisg on the contrary, there are voices
in favour, as well as technical reasons for whiairtexistence is only possible thanks to
ICT and the lack of transparency in their use. ldarischiller already forecasted many
years ago:

Those who believe state power will be enhanced thighnew information technologies
and expanded information flows may be overlooking oritical point. The main, though
not exclusive, beneficiaries of the new instrumeotaand its product, already are the
powerful global corporations. As they have donegha past, they will be the first to
install and use these advanced techniques. Intfest,have been doing so for some time
(Schiller, 1996:103). There is no doubt that finahcompanies are at the head of these
‘powerful global corporations’. It is possible, theto state that new technologies have
been, and still are, working in the service of tireatest possible profit operated by
agents whose final objective is to evade legistatiavith poorly liberalized tax systems.
However, to speak about difficulties in the contafl capital movement, and the
impossibility to control movements, transactionsl antangible flows can only be an
ignorance-related fickleness. Nothing is more thlegthat the electrical impulse which
forms the digital bit of information itself. IndeedCTs (essentially computing and
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telecommunications) which set up electronic banknagsactions in the second half of
the 20th century did not subsume the banking sysighin the virtual shadows. Instead,
they put the very key to transparency in our haitie fact that all the transactions are
conducted electronically does not mean they cahididen from public opinion, but that
they are under a greater control; an absolute abmr fact. Nowadays everything
remains recorded in electronic registries. Althoubbse electronic registries can be
erased, manipulated or altered, this is at the rsgef leaving a footprint. Never before
has a similar tool to control such complex systdrmaen available. Therefore, fraud is
anything but innocent, as will be seen next wherdiseuss financing.

The Role of ICT in fraud: The clearing case

It is not a paradox but common sense, that the danfeology which allows parallel
opaque financial systems to exist, may be the &eshainge this state of affairs. This is
the main lesson to extract from an important ingesion embodied in two books that
have had hardly any impact on the public opinio@véations (Revelations) (2001) and
La boite noire (The Black Box) (2002). Both books waritten by French researcher and
journalist Denis Robert, who describes a long agaisd investigation proving, amongst
other things, that the weakness of the criminaarimal system stems from the very
strength of the system --- that is, from ICTs uBe.understand this we must first talk
about contemporary history of the financial systemd the meaning of clearing. During
the early 1970's, several banks established arthendorld decided to associate and set
up an interbanking cooperative. At that time theyrevonly a hundred (today they add up
to more than two thousand) and their objective waxreate a system to facilitate
international banking exchanges, which would béedatlearing. Denis Robert explains
it in this way:

Let’'s go back some decades. When an insurance &gemtChicago wanted to sell part
of his company's capital to a Greek shipowner, [dvhe do it? He went to see his
banker, let's say the Bank of New York, and cordfitiehim the task of selling the bonds.
The banker took a plane to Athens, where he wasggm meet with the shipowner’s
banker, for instance the Greek subsidiary of theNAVIRO Bank. Clearing allows, on
one hand, to save time, and therefore, money.nbisecessary to travel. From then on,
a central organization has guaranteed the happe@fitige exchange. The basic principle
is trivial: bankers from different countries shoydih to create a confidence area where
the banking exchange will be registered and guaeshtUnlike the stock exchange
market, which brings together the different eleraafita transaction, a clearing company
is an infrastructure apparently passive. It take® of registering and guaranteeing the
modification. The bonds do not move, only the navh¢he owner is changed (Robert,
2001:22-23). The clearing system, also known amfmnsation systems’, pretended to
bypass the minimum two weeks which the foreign buhed to wait before the bonds
arrived (for instance, a Rome bank buying IBM shdrem a bank in New York, as
requested by a client). It was aimed at avoidingetand money costs (the shipment had
to be insured, and precious time was wasted whéebbnds were physically travelling).
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The first clearing society, Euroclear , was created968 in Brussels and was founded
by an American bank, Morgan Guaranty Trust Compafriyew York, which at the time
was the biggest private bank in the world.

The second clearing society appeared in 1970, c&@ledel (now Clearstream) , as a
reaction from the European or American banks whib @ participated in the creation
of the first clearing society. These are, until ndive two only current transnational
clearing societies. Euroclear and Clearstream altmiv member institutions to exchange
titles (shares, securities, and the like) to badamheir accounts after performing
operations at their own risk or on behalf of thaients. Their success was such that all
current important international transactions arev raealt through one of these two
societies exclusively. A compulsory step that inegl ‘the almost real time recording and
storing of a footprint of a transaction in codifidgdcuments’ (Robert, 2001:24). Although
these are the only two clearing systems at a dyoss$er level in the world, clearing
systems exist at the national level almost in aayntry. Their tasks are limited to
domestic compensatory operations of capital exohaaugd the amounts of money shifted
around by the national societies cannot be compatedl to those of the international
societies. In December 2004, Clearstrem alone eldino be performing 250,000
transactions daily (the total number of internagiortransactions processed by
Clearstream rose to 17.2 million throughout 20Q4hjle the value of assets held in
custody on behalf of customers rose to approximaEIR 7.6 trillion. In summary,
since the 1970s, clearing ‘has learned to makdf itiscretely essential’ (Robert,
2001:40), and has been progressing in close asisociaith economic liberalization.
‘Clearing has contributed to the foundation of wikabnomy and financial journalists
have christened as the Global Village (much latikerabankers and clearing users
adopted Marshall McLuhan’s term). A Village whemngr and information centers are
interconnected’ (Robert, 2001:41). Currently, thdee no important international
transaction that is not channeled through one egehitwo big companies, Euroclear and
Clearstream. The clearing system has become, byhnod@an ex-official of Clearstream,
‘the world's notary’ (Robert, 2001:244). Sure enguilpe rulers of the clearing societies
are the new world's digital notaries. Every singl&rnational or national financial
transaction is registered there, and anyone tryingvoid the clearing societies risks
ending up outside the world's banking system. Thahnternational clearing systems are
the mechanisms of mutual confidence created by$aokhey have a chance to play on
the world's financial field. It is an organized ®ym® that has accompanied the explosion
of financial markets, and here you have the bigalisry by Denis Robert: clearing has
superbly adjusted to the interest of some key ggoRwbert, with the help of an insider
from one of the two big cross-border clearing stiese Ernest Backes, co-author of one
of his books, concludes that these systems areleal method for money hiding and
laundering, and that it is in this way how they betng used. Thanks to a perversion of
the clearing systems --- states Robert --- fraygbdpnities at the international level are
made much easier, making them practically unddtetdut, even if undetectable and
invisible for public control, they are still exisj and can be prosecuted. Robert and
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Backes describe details for this with a wealthvaflence. They reveal how both clearing
societies use the undisclosed accounts systemddréar a particular legitimate use) to
hide certain transactions. Transactions carried ioutthese undisclosed accounts
represent, according to Robert and Backes, a tr@ousnopportunity for those seeking
‘maximal discretion in the global village’ and suéent profits for the clearing society.
Further, they state:

It has been established that most of the accouatsaged from tax havens, especially
those from large European and American banks, adisclosed accounts. We can
interpret this as the search for maximum discretiorthis way, a double security lock.
Not only do they create a subsidiary in a tax havaut they also provide it with
undisclosed accounts (Robert, 2001: 206-207).

In summary, both researchers claim that clearirgesies, other than being used for the
objectives they were intended --- to facilitateemmiational transactions, thus providing
the conditions for financial and economic globdi@a by the end of the 1990s --- are
additionally used as a means for organized crinee.tRis unit, the importance of the
work published by Robert and Backes does not ligsirexplicit accusation but on the
warning that is implicitly derived from it: thatehsame conditions allowing global fraud
are the very ones that facilitate fighting it.

Indeed, although Clearstream and Euroclear weratanteto speed up the exchange of
equities and to avoid the physical transfer oésittnd money, this would have not been
possible without the fundamental role of ICTs. MEssdy, computing and
telecommunications enabled the creation of cleasogeties, which in turn guarantee
their management. All clearing societies keep mEoof every single transaction
performed. Even if pretending not doing so, it wbbke absurd, as this is their safety
guarantee against their most influential clients.isl the use of this sophisticated
technology that makes these societies trustwoithig, precisely their technology that
allows managing the complexity of the system anepk®y it under control. Any judicial
or criminal inquiry about international crime woub@ able to progress drastically if it
would have open access to the registries of theeebtg societies. ICTs are related to
such a degree to the creation and maintenanceadirthncial world core that the main
instrument of these clearing societies is itseteehnology company: The Society for
Worldwide Interbank Financial Telecommunication (5W). SWIFT was created by the
main shareholders of the two international cleasggtems (a group of 239 European
and North-American banks) in Belgium in 1973. Catlg it belongs to more than 3,000
banks and connects more than 7,600 financial instits. The aim of creating SWIFT
was to provide clearing societies with an instrutrfenextra fast transmission of cash in
every currency.

Nowadays, nearly all the banks in the world areneated by means of this system.
SWIFT is the technology platform that links all twerld’s financial institutions and that
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is used by the two big clearing societies. Accaydim data from the company itself , in
2004 the SWIFT world network transferred severdlidoi dollars a day for the 3.5
million messages negotiated daily (which meant mibi@n 2,000 million messages
negotiated that year). And, anything can be foumdhe SWIFT channels, ‘from a
Serbian dictator's bank to that of an Iragi chemiagapons dealer, including the
investment society of a Colombian dealer or thekérocompany from a Panamian
shipowner’ (Robert, 2001:42-43). However, the dleasocieties and SWIFT are not the
only link in the chain for those wanting to launaeoney. An accomplice entry bank that
is ready to risk accepting doubtful funds must breoived. But this is not a problem
thanks to tax havens. Robert goes further in gativat ‘tax havens would not exist
without large trading banks and without the intéioreal clearing societies belonging to
these large trading banks’ (Robert, 2001: 252)a#gs to this that the growth of offshore
systems is nearly paralleled by the growth of flearing system: Nowadays, most of the
literature in this subject report up to at leadtyfiper cent of the world financial
movements as circulating through tax havens. Thepeoison with the increase in power
of the international clearing is surprising (Rob&a01:251).

According to this investigator:

The dreadful couple "international clearing-bankirayen” offers extra protected opacity
pockets only accessible to the initiated: secretiees or ministries, but mostly, banks,
multinational companies, turbid companies... (Rgt#901: 259-260).

In short, ICTs enable reliable and safe interconoe®f finances around the world. But
this interconnection belongs to the private harfde® interconnected agents themselves,
which has led to ‘unsustainable diversions to tlrichent of transparency in the
markets’ (Robert, 2001:261). The pretended selfHedgpn of the financial markets and
the agreements amongst some large banks and nioliaacompanies, trying to hide
their benefits, has added to the substantial grafiising from managing gains related to
terrorism and drug dealing. This has led to thevgrsion of the system which, still
working for its legitimate original purpose, hadfeted an illicit broadening of its uses.
But, at the same time, clearing societies offerdaal point of view: they are the perfect
vantage point over the financial markets. A pop@egument amongst politicians and
economists regarding organized crime, and moreifggaly, financial crime, is the
impossibility to control world transactions. This the main reason why, for instance,
critics of the Tobin Tax consider it impossible apply. However, the ad fundum
knowledge of the real function of financial markkgads to quite different conclusions: it
is perfectly possible (and relatively easy) to aately quantify the daily value of
international financial transactions. The reasomd@s much technical as corporative.
The most important financial transactions are eldand recorded electronically by only
two international clearing societies (the natiotrahsactions are in the corresponding
national clearing societies). The reliability anccaracy of such exchanges has to be
guaranteed, otherwise the system would not beasafaeliable enough to be used by its
own users and clients. Therefore, it should notabgroblem to claim a tax for
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international transactions, to control the mairaficial movements in the world, or to
ascertain the whereabouts of large sums of vanist@tky, as long as the international
clearing system made its technological platformeasible to magistrates, the police,
politicians and citizens. When a journalistic seuspeaks about an enormous volume of
illegal or crime related money that is vanished #rat evades justice, what this source
should rather talk about is money ‘protected witlive opacity’ in which clearing
societies work. Money is not evaded, what has levaded are legal responsibilities. The
reason is simple: clearing --- the real functioniofythe markets, the technological
foundation for world finances --- is an absoluté&mmown.

The role of the mass media and the financial and dital illiteracy

The macro and micro keys determining the ups amnindoof financial markets are a
subject of continuous debate amongst financialerahomic experts who try to explain
the present and foresee the future for our econofimgories are common; as are
conjectures, speculations and hypotheses surrogitdése theories. These are the basis
of predictions considered impossible by some. Harvemobody tackles the technical
approach, the real functioning of the financialtegs engine.

On the contrary, the financial world is, to theleolive mind, a vague, diffuse and far
away scenario, where some distant agents makeia®esisforecast events and give
accounts for facts that most people do not undedst@his majority of people though,
does include those who are supposed to understatidr:b judges, magistrates,
politicians, researchers, security bodies... Fewthem have ever heard about clearing,
and amongst them, even fewer understand its reatiining. And the same happens in
the field of communication networks. Economics ekgean Ziegler mentioned in one of
his most critical works against the financial systehe technical impossibility of
controlling the identity of the capitals in condtanigration, due to the easiness offered
by the cyberspace. The digital scenario is stithmgible and elusive for many. In fact,
both worlds, of finance and digital technology, feuffrom the same problem: their
degree of complexity requires a high level of coamgnsion and competence. A further
step which only a few are willing to take. Therefowe could say that there is a popular
illiteracy, or if one prefers, a total lack of inést for these issues --- considered mere
technical issues for the outsiders. This lack ¢énest and knowledge could be boosted
by the financial system itself. ‘In the financiaramunity, secrecy is considered natural’
states former World Bank Senior Vice President @gef Economist Josep Stiglitz.
Clearing societies --- that is, the main finananstitutions and the most important world
corporations controlling clearing --- are not ig&ed in anyone able to interfere in their
control. For the reasons stated in this articlecan be easily deduced that such
international mechanisms should be under demoaratitrol.

Self Assessment Exercise
In summary, both researchers claim that
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1. How do clearing societies, used as a means fonaga crime?
2. Explain the idea behind the argument that ‘the saomlitions allowing global
fraud are the very ones that facilitate fighting it

4.0 Conclusion

It is however important to state that we need, thoigseconsider what we are using the
ICTs for, and reliably redirect these towards saiity, democracy and justice. The
current technological fraud is everything but inewic Over the years, financial
speculation and war have monopolized the main I@§surces and ICTs investment in
the world. Whenever there is a crisis or there stack exchange scandals ruining
thousands of people, or natural disasters likelndéan tsunami, the blame goes to the
unforeseeable forces of nature (whether human wrammental). But for some of the
countries devastated by the tsunamis, there waargimof hours to warn the population.
However, the lack of the necessary communicatiostesys and logistics prevented
making use of this time. Now it is time that thedi@eexplains that the uses these centers
of power are making of ICTs are not always legitenand that we can efficiently fight
against this; a possibility that is kept hiddemiras again and again. This constitutes the
big fraud.

5.0 Summary

The democratizing dimension of the new informatsgstem security management, and
communication technologies (ICTs) is a widely atedpproposition. Although this is
repeatedly emphasized and explained by economiiticaband social theories that deal
with the analysis of the Information Society, a dateal of its significance has been
systematically neglected. ICTs are exclusively apphed either from the perspective of
the globalization of knowledge or from the perspecbf economic productivity.

6.0 Tutor Marked Assignment
What are the role of the mass media in financidl @digital illiteracy?
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UNIT 2
An overview of Information Security as a risk managment function

Content

8.0 Introduction

9.0 Obijectives

10.0 Main body

11.0 Conclusion

12.0 Summary

13.0 Tutor Marked Assignment
14.0 References/Further Reading

1.0 Introduction

Risk management is the process that allows IT nmensatp balance the operational and
economic costs of protective measures and achiewes gn mission capability by
protecting the IT systems and data that supporir theyanizations’ missions. This
process is not unique to the IT environment; indieqzbrvades decision-making in all
areas of our daily lives. Take the case of homar#tgcfor example many people decide
to have home security systems installed and payithty fee to a service provider to
have these systems monitored for the better proteof their property. Presumably, the
homeowners have weighed the cost of system installand monitoring against the
value of their household goods and their familyggesy, a fundamental “mission” need.
The head of an organizational unit must ensuretti@brganization has the capabilities
needed to accomplish its mission. These missionecsvmust determine the security
capabilities that their IT systems must have tovipl® the desired level of mission
support in the face of real world threats. Mostamigations have tight budgets for IT
security; therefore, IT security spending must leeiawed as thoroughly as other
management decisions. A well-structured risk mamage methodology, when used
effectively, can help management identify apprdpr@ntrols for providing the mission-
essential security capabilities.

2.0 Objectives
Students are expected to understand
1. the concept of Risk management as a managemewonsapity and
2. the key roles of the personnel who should suppod participate in the risk
management process.

3.0 Main body

Integration of Risk Management into SDLC
Minimizing negative impact on an organization arekd for sound basis in decision
making are the fundamental reasons organizatiopement a risk management process
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for their IT systems. Effective risk management niestotally integrated into the SDLC.
An IT System Development Life Cycle (SDLC) has fpleases: initiation, development
or acquisition, implementation, operation or mamatece, and disposal. In some cases, an
IT system may occupy several of these phases astdhe time. However, the risk
management methodology is the same regardlesseoSBLC phase for which the
assessment is being conducted. Risk managememt ierative process that can be
performed during each major phase of the SDLC.

Tablel. Describes the characteristick each SDLC phase and indicates how risk
management can be performed in support of eactephas
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SDLC Phases

Phase Characteristics

Support from Risk
Management Activities

Phase 1—Initiation

The need for an IT system is
expressed and the purpose and
scope of the IT system is
documented

Identified risks are used to
support the development of the
system requirements, including
security requirements, and a
security concept of operations
(strateqy)

Phase 2—Development or
Acquisition

The IT system is designed,
purchased, programmed,
developed, or otherwise
constructed

The risks identified during this
phase can be used to support
the security analyses of the IT
system that may lead to
architecture and design frade-
offs during system
development

Phase 3—Implementation

The system security features
should be configured, enabled,
tested, and verified

The risk management process
supports the assessment of the
system implementation against
its requirements and within its
modeled operational
environment. Decisions
regarding risks identified must
be made prior to system
operation

Phase 4—Operation or
Maintenance

The system performs its
functions. Typically the system is
being modified on an ongaing
basis through the addition of
hardware and software and by
changes to organizational
processes, policies, and
procedures

Risk management activities are
performed for periodic system
reauthorization (or
reaccreditation) or whenever
major changes are made to an
IT system in its operational,
production environment (e.g.,
new system interfaces)

Phase 5—Disposal

This phase may involve the
disposition of information,
hardware, and software.
Activities may include moving,
archiving, discarding, or
destraying information and
sanitizing the hardware and
software

Risk management activities
are perfarmed for system
components that will be
disposed of or replaced fo
ensure that the hardware and
software are properly disposed
of, that residual data is
appropriately handled, and that
system migration is conducted
in a secure and systematic
manner

KEY ROLES

Risk management is a management responsibilitys 3éction describes the key roles of

the personnel who should support and participatearrisk management process.

» Senior Management.Senior management, under the standard of due odralamate
responsibility for mission accomplishment, mustugashat the necessary resources are
effectively applied to develop the capabilities ahed to accomplish the mission. They
must also assess and incorporate results of tkessessment activity into the decision

123




making process. An effective risk management progti@at assesses and mitigates IT-
related mission risks requires the support andlu@roent of senior management.

» Chief Information Officer (CIO). The CIO is responsible for the agency’s IT
planning, budgeting, and performance includingim®rmation security components.
Decisions made in these areas should be basedeffeative risk management program.

» System and Information Owners.The system and information owners are responsible
for ensuring that proper controls are in place ddrass integrity, confidentiality, and
availability of the IT systems and data they owgpi€ally the system and information
owners are responsible for changes to their ITesyst Thus, they usually have to
approve and sign off on changes to their IT systés., system enhancement, major
changes to the software and hardware). The systanirg#ormation owners must
therefore understand their role in the risk managenprocess and fully support this
process.

* Business and Functional ManagersThe managers responsible for business operations
and IT procurement process must take an activeinotée risk management process.
These managers are the individuals with the authand responsibility for making the
trade-off decisions essential to mission accompiesht. Their involvement in the risk
management process enables the achievement ofrpseparity for the IT systems,
which, if managed properly, will provide missionfegftiveness with a minimal
expenditure of resources.

* Information system security officer (ISSO).IT security program managers and
computer security officers are responsible for rth@ganizations’ security programs,
including risk management. Therefore, they playeading role in introducing an
appropriate, structured methodology to help idgnefvaluate, and minimize risks to the
IT systems that support their organizations’ migsidSSOs also act as major consultants
in support of senior management to ensure thatatlisity takes place on an ongoing
basis.

* IT Security Practitioners. IT security practitioners (e.g., network, systeppleation,
and database administrators; computer speciadistsirity analysts; security consultants)
are responsible for proper implementation of ségugquirements in their IT systems.
As changes occur in the existing IT system envirenmim(e.g., expansion in network
connectivity, changes to the existing infrastruetuand organizational policies,
introduction of new technologies), the IT secuptgctitioners must support or use the
risk management process to identify and assesspogantial risks and implement new
security controls as needed to safeguard theiy$lems.

» Security Awareness Trainers (Security/Subject MatteProfessionals).
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The organization’s personnel are the users of Theystems. Use of the IT systems and
data according to an organization’s policies, glingés, and rules of behaviour is critical

to mitigating risk and protecting the organizat®ihl resources. To minimize risk to the

IT systems, it is essential that system and apphicausers be provided with security

awareness training. Therefore, the IT securityntes or security/subject matter

professionals must understand the risk managentecegs so that they can develop
appropriate training materials and incorporate eskessment into training programs to
educate the end users.

Self Assessment Exercise
Discuss the concept of Risk management as a marajeasponsibility.

4.0 Conclusion

To minimize risk to the IT systems, it is essentlat system and application users be
provided with security awareness training. Themefothe IT security trainers or
security/subject matter professionals must undedstae risk management process so
that they can develop appropriate training matemald incorporate risk assessment into
training programs to educate the end users.

5.0 Summary

This unit describes the characteristiok each SDLC phase and indicates how risk
management can be performed in support of eachephasfurther explains risk
management as a process that allows IT managetslamce the operational and
economic costs of protective measures, and howmbaesinimise risk in IT system.

6.0 Tutor Marked Assignment
List and discuss the phases in IT System Developm&Cycle (SDLC).
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UNIT 3
RISK ASSESSMENT

Content

1.0 Introduction

2.0 Obijectives

3.0 Main body

4.0 Conclusion

5.0 Summary

6.0 Tutor Marked Assignment
7.0 References/Further Reading

1.0 Introduction

Risk assessment is the first process in the riskag@ment methodology. Organizations
use risk assessment to determine the extent qidtential threat and the risk associated
with an IT system throughout its SDLC. The outpéittlus process helps to identify
appropriate controls for reducing or eliminatingkriduring the risk mitigation process.
Riskis a function of thdikelihood of a giventhreat-source’sexercising a particular
potentialvulnerability, and the resultingnpactof that adverse event on the organization.

2.0 Obijectives

Students are expected to understand the variouseptmsuch as vulnerability, threat
sources, level of impact, IT system components dath and other risk assessment
activities. Secondly at the end of this unit thbpd be able to appraise vulnerability in
an IT system using the nine primary steps in rideasment methodology.

3.0 Main body

To determine the likelihood of a future adversengyvéhreats to an IT system must be
analyzed in conjunction with the potential vulneliibs and the controls in place for the

IT system. Impact refers to the magnitude of hanat tould be caused by a threat’s
exercise of a vulnerability. The level of impactgeverned by the potential mission

impacts and in turn produces a relative value Ifgr T assets and resources affected
(e.g., the criticality and sensitivity of the IT ssgm components and data). The risk
assessment methodology encompasses nine primpsy sikich are described below:

Step 1. System Characterization
Step 2:Threat Identification
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Step 3:Vulnerability Identification

Step 4:Control Analysis

Step 5:Likelihood Determination

Step 6:Impact Analysis

Step 7:Risk Determination

Step 8:Control Recommendations

Step 9:Results Documentation

Steps 2, 3, 4, and 6 can be conducted in pardiézl Gtep 1 has been completed. Figure 1
depicts these steps and the inputs to and outputsm f each step.
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Figurel. Risk Assessment Methodology Flowchart

STEP 1: SYSTEM CHARACTERIZATION

In assessing risks for an IT system, the first &edp define the scope of the effort. In this
step, the boundaries of the IT system are idedtifedong with the resources and the
information that constitute the system. Characdiagian IT system establishes the scope
of the risk assessment effort, delineates the tipeed authorization (or accreditation)
boundaries, and provides information (e.g., haréwsoftware, system connectivity, and
responsible division or support personnel) esskemiadefining the risk. Section 1.1
describes the system-related information used taracterize an IT system and its
operational environment. Section 1.2 suggestsrtfgmation-gathering techniques that
can be used to solicit information relevant to fhesystem processing environment. The
methodology described in this document can be eppio assessments of single or
multiple, interrelated systems. In the latter cass,important that the domain of interest
and all interfaces and dependencies be well defonied to applying the methodology.

1.1 System-Related Information

Identifying risk for an IT system requires a keenderstanding of the system’s
processing environment. The person or persons whduct the risk assessment must
therefore first collect system-related informatiamich is usually classified as follows:

» Hardware

* Software

» System interfaces (e.g., internal and external ectivity)

» Data and information

» Persons who support and use the IT system

» System mission (e.g., the processes performedebyiteystem)

» System and data criticality (e.g., the system’si@ar importance to an organization)

» System and data sensitivity.

Additional information related to the operationalve@onment of the IT system and its
data includes, but is not limited to, the following

 The functional requirements of the IT system

» Users of the system (e.g., system users who pragalical support to the IT system;
application users who use the IT system to perfouginess functions)

» System security policies governing the IT systengdaizational policies, federal
requirements, laws, industry practices)

» System security architecture

 Current network topology (e.g., network diagram)

 Information storage protection that safeguardsesysand data availability, integrity,

and confidentiality

* Flow of information pertaining to the IT systemge.system interfaces, system input

and output flowchart)
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» Technical controls used for the IT system (e.giltdu or add-on security product that
supports identification and authentication, didoretry or mandatory access control,
audit, residual information protection, encryptioethods)

* Management controls used for the IT system (eugesrof behaviour, security

planning)

e Operational controls used for the IT system (emgersonnel security, backup,

contingency, and resumption and recovery operatiegstem maintenance; off-site

storage; user account establishment and deletiocegures; controls for segregation of
user functions, such as privileged user accessigastandard user access)

* Physical security environment of the IT system .(efgcility security, data centre

policies)

*Environmental security implemented for the IT systprocessing environment (e.g.,

controls for humidity, water, power, pollution, tpaerature, and chemicals). For a system

that is in the initiation or design phase, systefiormation can be derived from the
design or requirements document. For an IT systedeiudevelopment, it is necessary to
define key security rules and attributes plannedte future IT system. System design
documents and the system security plan can pragdaul information about the security
of an IT system that is in development. For an agpenal IT system, data is collected
about the IT system in its production environmemicluding data on system
configuration, connectivity, and documented and aswehented procedures and
practices. Therefore, the system description cabased on the security provided by the
underlying infrastructure or on future securityrddor the IT system.

1.2 Information-Gathering Techniques
Any, or a combination, of the following techniquesn be used in gathering information
relevant to the IT system within its operationalibdary:

* Questionnaire. To collect relevant information, risk assessmems@enel can develop
a questionnaire concerning the management andtepexbcontrols planned or used for
the IT system. This questionnaire should be digtet to the applicable technical and
nontechnical management personnel who are desigmisgpporting the IT system. The
guestionnaire could also be used during on-siiés\asid interviews.

* On-site Interviews. Interviews with IT system support and managemerggrael can
enable risk assessment personnel to collect usgtrimation about the IT system (e.g.,
how the system is operated and managed). On-siits \also allow risk assessment
personnel to observe and gather information abbet physical, environmental, and
operational security of the IT system. For systetikin the design phase, on-site visit
would be face-to-face data gathering exercises andd provide the opportunity to
evaluate the physical environment in which they$tem will operate.

* Document Review. Policy documents (e.g., legislative documentatidinectives),
system documentation (e.g., system user guideemysidministrative manual, system
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design and requirement document, acquisition doatimeand security-related
documentation (e.g., previous audit report, riskeasment report, system test results,
system security pldn security policies) can provide good informatidooat the security
controls used by and planned for the IT system. okganization’s mission impact
analysis or asset criticality assessment providé&smation regarding system and data
criticality and sensitivity.

» Use of Automated Scanning ToolProactive technical methods can be used to collect
system information efficiently. For example, a netkv mapping tool can identify the
services that run on a large group of hosts andigeeca quick way of building individual
profiles of the target IT system(s). Informationtlgaing can be conducted throughout
the risk assessment process, from Step 1 (Systeanahbrization) through Step 9
(Results Documentation).

Output from Step 1 Characterization of the IT system assessed, a gpioture of the

IT system environment, and delineation of systenubdary

STEP 2: THREAT IDENTIFICATION

A threat is the potential for a particular threatise to successfully exercise a particular
vulnerability. Vulnerability is a weakness that cdoe accidentally triggered or
intentionally exploited. A threat-source does noesent a risk when there is no
vulnerability that can be exercised.

2.1 Threat-Source Identification

The goal of this step is to identify the potentibteat-sources and compile a threat
statement listing potential threat-sources that aplicable to the IT system being
evaluated. A threat source is defined as any cistantce or event with the potential to
cause harm to an IT system. The common threat esutan be natural, human, or
environmental. In assessing threat-sources, mportant to consider all potential threat-
sources that could cause harm to an IT system @n@rocessing environment. For
example, although the threat statement for an Jtesy located in a desert may not
include “natural flood” because of the low likelda of such an event occurring,
environmental threats such as a bursting pipe cackly flood a computer room and
cause damage to an organization’s IT assets androess. Humans can be threat-sources
through intentional acts, such as deliberate adtdogk malicious persons or disgruntled
employees, or unintentional acts, such as neglegamcl errors. A deliberate attack can
be either (1) a malicious attempt to gain unauteatiaccess to an IT system (e.g., via
password guessing) in order to compromise systetndata integrity, availability, or
confidentiality or (2) a benign, but nonethelessppgeful, attempt to circumvent system
security. One example of the latter type of dehiberattack is a programmer’s writing a
Trojan horse program to bypass system securitydardo “get the job done.”

2.2 Motivation and Threat Actions
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Motivation and the resources for carrying out amackt make humans potentially
dangerous threat-sources. Table 1 presents aniewenf many of today’s common
human threats, their possible motivations, andniethods or threat actions by which
they might carry out an attack. This informatiorlWwe useful to organizations studying
their human threat environments and customizingr theaman threat statements. In
addition, reviews of the history of system break-isecurity violation reports; incident
reports; and interviews with the system administigt help desk personnel, and user
community during information gathering will helpeidatify human threat-sources that
have the potential to harm an IT system and ita daid that may be a concern where
vulnerability exists.
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Table 1. Human Threats: Threat-Source, Motivation,and Threat Actions

Threat-Source Motivation Threat Actions
Challenge * Hacking
Hacker. cracker » Social engineering
’ Ego » System intrusion, break-ins
Rebellion * Unauthorized system access

Computer criminal

Destruction of information
lllegal information disclosure
Monetary gain

Unauthorized data alteration

» Computer crime (e.g., cyber
stalking)

» Fraudulent act (e.g., replay,
impersonation, interception)

*» Information bribery
» Spoofing
+ System intrusion

Terronst

Blackmail
Destruction
Exploitation

Revenge

* Bomb/Terrorism
= Information warfare

* System attack (e.g., distributed
denial of service)

+ System penetration
+ System tampering

Industrial espionage
(companies, foreign
governments, other
government interests)

Competitive advantage

Economic espionage

» Economic exploitation

* Information theft

* Intrusion on personal privacy

* Social engineering

+ System penetration

* Unauthorized system access
(access to classified, proprietary,
and/or technology-related
information)

Insiders (poorly trained,
disgruntled, malicious,

negligent, dishonest, or
terminated employees)

Curiosity

Ego
Intelligence
Monetary gain
Revenge

Unintentional errors and
omissions (e.q., data enfry
error, programming error)

» Assault on an employee

* Blackmail

* Browsing of proprietary
information

+ Computer abuse

* Fraud and theft

*» Information bribery

* Input of falsified, corrupted data

* Interception

* Malicious code (e.g., virus, logic
bomb, Trojan horse)

+ Sale of personal information

» System bugs

» System intrusion

» System sabotage

* Unauthorized system access

An estimate of the motivation, resources, and ciipab that may be required to carry
out a successful attack should be developed dfeepotential threat-sources have been
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identified, in order to determine the likelihood af threat's exercising a system
vulnerability.

The threat statement, or the list of potential dbkwsources, should be tailored to the
individual organization and its processing enviremtn(e.g., end-user computing habits).
In general, information on natural threats (e.tpods, earthquakes, storms) should be
readily available.

Known threats have been identified by many govemtmand private sector
organizations.

Intrusion detection tools also are becoming moevgent, and government and industry
organizations continually collect data on secueignts, thereby improving the ability to
realistically assess threats. Sources of informairelude, but are not limited to, the
following:

1. Intelligence agencies (for example, the FederakBurof Investigation’s National
Infrastructure Protection Centre)

2. Federal Computer Incident Response Centre (FedCIRC)

3. Mass media, particularly Web-based resources suchSecurityFocus.com,
SecurityWatch.com, SecurityPortal.com, and SANS.org

Output from Step 2 A threat statement containing a list of threat-sares that could
exploit system vulnerabilities

STEP 3: VULNERABILITY IDENTIFICATION

The analysis of the threat to an IT system mudtde an analysis of the vulnerabilities
associated with the system environment. The goahisf step is to develop a list of
system vulnerabilities (flaws or weaknesses) tlatld be exploited by the potential
threat-sources. Table 2 presents examples of \abiigy/threat pairs.

Table 2. Vulnerability/Threat Pairs

Vulnerability Threat-Source Threat Action

Terminated employeesTerminated employees | Dialling into the
system company’s

identifiers (ID) are not network and accessing
removed company proprietary data

from the system

Company firewall allows Unauthorized users (e.g.,| Using telnet to XYZ server

inbound telnet, andyuest| hackers, terminated and browsing system files
ID is enabled on XYZ employees, computer with theguestiD

serve criminals, terrorists

The vendor has identifiedUnauthorized users (e.g.,| Obtaining unauthorized
flaws in the security desigrhackers, disgruntled access to sensitive system
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of the system; howeveremployees, computer files based on known
new patches have not beecriminals, terrorists) system vulnerabilities
applied to the system

Data centre uses watgeFire, negligent persons | Water sprinklers being
sprinklers to suppress fire; turned on in the data centre
tarpaulins  to protegt
hardware and equipment
from water damage are nopt
in

place

Recommended methods for identifying system vulriktigs are the use of vulnerability
sources, the performance of system security teséing the development of a security
requirements checklist. It should be noted thattyppes of vulnerabilities that will exist,
and the methodology needed to determine whethewdheerabilities are present, will
usually vary depending on the nature of the ITeaysand the phase it is in, in the SDLC:
* If the IT system has not yet been designed, thecksdar vulnerabilities should focus
on the organization’s security policies, plannectusgy procedures, and system
requirement definitions, and the vendors’ or depels’ security product analyses (e.g.,
white papers).

« If the IT system is being implemented, the idea#fion of vulnerabilities should be
expanded to include more specific information, sashthe planned security features
described in the security design documentationtbedesults of system certification test
and evaluation.

* If the IT system is operational, the process ohidging vulnerabilities should include
an analysis of the IT system security features #wedsecurity controls, technical and
procedural, used to protect the system.

3.1 Vulnerability Sources

The technical and nontechnical vulnerabilities asded with an IT system’s processing
environment can be identified via the informatiaatfering techniques described in
Section 1.2. A review of other industry sourceg.(evendor Web pages that identify
system bugs and flaws) will be useful in prepafimgthe interviews and in developing

effective questionnaires to identify vulnerabiltiehat may be applicable to specific IT
systems (e.g., a specific version of a specificajopey system). The Internet is another
source of information on known system vulneral@itposted by vendors, along with hot
fixes, service packs, patches, and other remededsores that may be applied to
eliminate or mitigate vulnerabilities. Documentedinerability sources that should be
considered in a thorough vulnerability analysislude, but are not limited to, the

following:

* Previous risk assessment documentation of thediesyassessed

* The IT system’s audit reports, system anomaly fspaecurity review reports, and
system test and evaluation reports
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* Vulnerability lists, such as the NIST I-CAT vulnéiiity databasefttp://icat.nist.goy

e Security advisories, such as FedCIRC and the Dmeatt of Energy’s Computer
Incident Advisory Capability bulletins

* Vendor advisories

e Commercial computer incident/emergency responsendeand post lists (e.g.,
SecurityFocus.com forum mailings)

* Information Assurance Vulnerability Alerts and fatihs for military systems

» System software security analyses.

3.2 System Security Testing

Proactive methods, employing system testing, can ugsed to identify system
vulnerabilities efficiently, depending on the adlity of the IT system and available
resources (e.g., allocated funds, available tecgyl persons with the expertise to
conduct the test). Test methods include

» Automated vulnerability scanning tool

 Security test and evaluation (ST&E)

* Penetration testing.

The automated vulnerability scanning tool is useddan a group of hosts or a network
for known vulnerable services (e.g., system all@msnymous File Transfer Protocol
[FTP], sendmail relaying). However, it should betetwb that some of th@otential
vulnerabilities identified by the automated scagnitool may not represent real
vulnerabilities in the context of the system enmiment. For example, some of these
scanning tools rate potential vulnerabilities with@onsidering the site’s environment
and requirements. Some of the “vulnerabilities’gfjad by the automated scanning
software may actually not be vulnerable for a patér site but may be configured that
way because their environment requires it. Thus, tlst method may produce false
positives. ST&E is another technique that can bedus identifying IT system
vulnerabilities during the risk assessment procéissncludes the development and
execution of a test plan (e.g., test script, test@dures, and expected test results). The
purpose of system security testing is to test tec#veness of the security controls of an
IT system as they have been applied in an opeddtiemvironment. The objective is to
ensure that the applied controls meet the appreeedrity specification for the software
and hardware and implement the organization’s #gcymolicy or meet industry
standards. Penetration testing can be used to eomeplk the review of security controls
and ensure that different facets of the IT systeensgcured. Penetration testing, when
employed in the risk assessment process, can loetosessess an IT system’s ability to
withstand intentional attempts to circumvent syssaturity. Its objective is to test the IT
system from the viewpoint of a threat-source andlémtify potential failures in the IT
system protection schemes. The results of thesestgp optional security testing will
help identify a system’s vulnerabilities.

3.3 Development of Security Requirements Checklist
During this step, the risk assessment personnetrméete whether the security
requirements stipulated for the IT system and ctélé@ during system characterization
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are being met by existing or planned security astrTypically, the system security
requirements can be presented in table form, vattheequirement accompanied by an
explanation of how the system’s design or implemion does or does not satisfy that
security control requirement.

A security requirements checklist contains the dascurity standards that can be used to
systematically evaluate and identify the vulneiitieg of the assets (personnel, hardware,
software, information), non-automated procedurescgsses, and information transfers
associated with a given IT system in the followssgurity areas:

* Management

 Operational

* Technical.

Table 3 lists security criteria suggested for use identifying an IT system’s
vulnerabilities in each security area.
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Table 3. Security Criteria

Security Area

Security Criteria

Management Security

Assignment of responsibilities

« Continuity of support

e Incident response capability

» Periodic review of security controls

» Personnel clearance and background investigations

* Risk assessment

 Security and technical training

» Separation of duties

» System authorization and reauthorization
» System or application security plan

Operational Security

e Control of air-borne contaminants (smoke, d
chemicals)

» Controls to ensure the quality of the electrpaver
supply

» Data media access and disposal

» External data distribution and labelling

* Facility protection (e.g., computer room, datatoe,
office)

e Humidity control

» Temperature control

» Workstations, laptops, and stand-alone pers

computers

ISt

onal

Technical Security

. Communications (e.q., dial-in, system

interconnection, routers)
 Cryptography

* Discretionary access control

* Identification and authentication
* Intrusion detection

» Object reuse

e System audit

The outcome of this process is the security requergs checklist. Sources that can be
used in compiling such a checklist include, but am limited to, the following
government regulatory and security directives amarces applicable to the IT system

processing environment:
» CSA of 1987

* Federal Information Processing Standards Publicgtio
* OMB November 2000 Circular A-130

* Privacy Act of 1974

» System security plan of the IT system assessed
» The organization’s security policies, guidelines] atandards
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* Industry practices.

The NIST SP 800-26Security Self-Assessment Guide for Information f@ogy
Systems provides an extensive questionnaire containingcifig control objectives
against which a system or group of interconnecyastiesis can be tested and measured.
The control objectives are abstracted directly flomg-standing requirements found in
statute, policy, and guidance on security and pyiva he results of the checklist (or
guestionnaire) can be used as input for an evaluati compliance and noncompliance.
This process identifies system, process, and puwakdveaknesses that represent
potential vulnerabilities.
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Output from Step 3 A list of the system vulnerabilities (observatioghat could be
exercised by the potential threat-sources

STEP 4: CONTROL ANALYSIS

The goal of this step is to analyze the controkst thave been implemented, or are
planned for implementation, by the organizationmimimize or eliminate the likelihood
(or probability) of a threat’'s exercising a systeminerability. To derive an overall
likelihood rating that indicates the probabilityatha potential vulnerability may be
exercised within the construct of the associatedathenvironment (Step 5 below), the
implementation of current or planned controls mhbset considered. For example, a
vulnerability (e.g., system or procedural weaknes)ot likely to be exercised or the
likelihood is low if there is a low level of threaburce interest or capability or if there
are effective security controls that can eliminaie,reduce the magnitude of, harm.
Sections 4.1 through 4.3, respectively, discusgrobmethods, control categories, and
the control analysis technique.

4.1 Control Methods

Security controls encompass the use of technicdlreomtechnical methods. Technical
controls are safeguards that are incorporated auimputer hardware, software, or
firmware (e.g., access control mechanisms, ideatibn and authentication mechanisms,
encryption methods, intrusion detection softwardNontechnical controls are
management and operational controls, such as seqalicies; operational procedures;
and personnel, physical, and environmental security

4.2 Control Categories

The control categories for both technical and ndmecal control methods can be further
classified as either preventive or detective. Thiese subcategories are explained as
follows:

* Preventive controls inhibit attempts to violatews@yg policy and include such controls
as access control enforcement, encryption, anceatitiation.

» Detective controls warn of violations or attemptadlations of security policy and
include such controls as audit trails, intrusiortedBon methods, and checksums. The
implementation of such controls during the riskigaition process is the direct result of
the identification of deficiencies in current oaphed controls during the risk assessment
process (e.g., controls are not in place or comticd not properly implemented).

4.3 Control Analysis Technique

As discussed in Section 3.3, development of a ggawqguirements checklist or use of
an available checklist will be helpful in analyzingntrols in an efficient and systematic
manner.
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The security requirements checklist can be usedhliolate security noncompliance as

well as compliance. Therefore, it is essentialpgdaie such checklists to reflect changes
in an organization’s control environment (e.qg.,raes in security policies, methods, and
requirements) to ensure the checklist’s validity.

Output from Step 4 - List of current or planned ctols used for the IT system to
mitigate the likelihood of a vulnerability’s beingxercised and reduce the impact of
such an adverse event

STEP 5: LIKELIHOOD DETERMINATION

To derive an overall likelihood rating that indieatthe probability that a potential
vulnerability may be exercised within the constrotthe associated threat environment,
the following governing factors must be considered:

 Threat-source motivation and capability

 Nature of the vulnerability

* Existence and effectiveness of current controls.

The likelihood that a potential vulnerability coubg exercised by a given threat-source
can be described as high, medium, or low. Tableldv describes these three likelihood
levels.

Table 4. Likelihood Definitions

Likelihood Level Likelihood Definition

High The threat-source is highly motivated and sufficiently capable, and controls to
prevent the vulnerability from being exercised are ineffective.

Medium The threat-source is motivated and capable, but controls are in place that may
impede successful exercise of the vulnerability.

Low The threat-source lacks motivation or capability, or controls are in place to
prevent, or at least significantly impede, the vulnerability from being exercised.

Output from Step 5 Likelihood rating (High, Medium, Low)

STEP 6: IMPACT ANALYSIS

The next major step in measuring level of risk asdetermine the adverse impact
resulting from a successful threat exercise oflaenability. Before beginning the impact
analysis, it is necessary to obtain the followirecessary information as discussed in
Section 3.

» System mission (e.g., the processes performedebyiteystem)

» System and data criticality (e.g., the system’sigar importance to an organization)

» System and data sensitivity.
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This information can be obtained from existing engational documentation, such as the
mission impact analysis report or asset criticadigsessment report. A mission impact
analysis (also known as business impact analysig\][Bor some organizations)
prioritizes the impact levels associated with thempromise of an organization’s
information assets based on a qualitative or gtsivie assessment of the sensitivity and
criticality of those assets. An asset criticaligsassment identifies and prioritizes the
sensitive and critical organization information eiss(e.g., hardware, software, systems,
services, and related technology assets) that sughygoorganization’s critical missions.

If this documentation does not exist or such assests for the organization’s IT assets
have not been performed, the system and data isdggsitin be determined based on the
level of protection required to maintain the systemd data’s availability, integrity, and

confidentiality. Regardless of the method useddteine how sensitive an IT system
and its data are, the system and information owrees the ones responsible for
determining the impact level for their own systend anformation. Consequently, in

analyzing impact, the appropriate approach is terurew the system and information

owner(s). Therefore, the adverse impact of a sgcavient can be described in terms of
loss or degradation of any, or a combination of, aiyhe following three security goals:

integrity, availability, and confidentiality. Th@lfowing list provides a brief description

of each security goal and the consequence (or ithpais not being met:

* Loss of Integrity. System and data integrity refers to the requirertteattinformation
be protected from improper modification. Integrigylost if unauthorized changes are
made to the data or IT system by either intentionaccidental acts. If the loss of system
or data integrity is not corrected, continued uksthe contaminated system or corrupted
data could result in inaccuracy, fraud, or errorsedecisions. Also, violation of integrity
may be the first step in a successful attack agaysem availability or confidentiality.
For all these reasons, loss of integrity reducesatisurance of an IT system.

* Loss of Availability. If a mission-critical IT system is unavailable te end users, the
organization’s mission may be affected. Loss oftaysfunctionality and operational
effectiveness, for example, may result in loss rafdpctive time, thus impeding the end
users’ performance of their functions in supporting organization’s mission.

* Loss of Confidentiality. System and data confidentiality refers to the miote of
information from unauthorized disclosure. The intpa€ unauthorized disclosure of
confidential information can range from the jeopaird) of national security to the
disclosure of Privacy Act data. Unauthorized, urcpaited, or unintentional disclosure
could result in loss of public confidence, embanasnt, or legal action against the
organization. Some tangible impacts can be measyuradtitatively in lost revenue, the
cost of repairing the system, or the level of dffequired to correct problems caused by
a successful threat action. Other impacts (e.gs lof public confidence, loss of
credibility, damage to an organization’s interesthnot be measured in specific units but
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can be qualified or described in terms of high, e and low impacts. Because of the
generic nature of this discussion, this guide desdigs and describes only the qualitative
categories—high, medium, and low impact (see Taple
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Table 5. Magnitude of Impact Definitions

Magnitude of Impact Definition
Impact
High Exercise of the vulnerability (1) may result in the highly costly loss of

major tangible assets or resources; (2) may significantly violate, harm, or
impede an organization’s mission, reputation, or interest; or (3) may result
in human death or serious injury.

Exercise of the vulnerability (1) may result in the costly loss of tangible

Medium . . o=
assets or resources; (2) may violate, harm, or impede an organization’s
mission, reputation, or interest; or (3) may result in human injury.

Low Exercise of the vulnerability (1) may result in the loss of some tangible

assets or resources or (2) may noticeably affect an organization’s
mission, reputation, or interest.

Quantitative versus Qualitative Assessment

In conducting the impact analysis, considerationusth be given to the advantages and
disadvantages of quantitative versus qualitatisssments. The main advantage of the
gualitative impact analysis is that it prioritizéa® risks and identifies areas for immediate
improvement in addressing the vulnerabilities. Tdeadvantage of the qualitative
analysis is that it does not provide specific gif@tie measurements of the magnitude
of the impacts, therefore making a cost-benefitlysma of any recommended controls
difficult. The major advantage of a quantitativepest analysis is that it provides a
measurement of the impacts’ magnitude, which cansled in the cost-benefit analysis of
recommended controls. The disadvantage is thagmdi¥pg on the numerical ranges used
to express the measurement, the meaning of thetitapieve impact analysis may be
unclear, requiring the result to be interpreted iqualitative manner. Additional factors
often must be considered to determine the magnifidepact. These may include, but
are not limited to—

* An estimation of the frequency of the threat-solsregercise of the vulnerability over a
specified time period (e.g., 1 year)

* An approximate cost for each occurrence of theathseurce’s exercise of the
vulnerability

* A weighted factor based on a subjective analysithefrelative impact of a specific
threat’s exercising a specific vulnerability.

Output from Step 6 Magnitude of impact (High, Medium, or Low)
STEP 7: RISK DETERMINATION
The purpose of this step is to assess the levesloto the IT system. The determination

of risk for a particular threat/vulnerability paan be expressed as a function of:
*» The likelihood of a given threat-source’s attemgtio exercise a given vulnerability
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« The magnitude of the impact should a threat-sowsuecessfully exercise the
vulnerability
» The adequacy of planned or existing security cdmfiar reducing or eliminating risk.

To measure risk, a risk scale and a risk-level imatrust be developed. Section 7.1
presents a standard risk-level matrix; Sectiondésribes the resulting risk levels.

7.1 Risk-Level Matrix

The final determination of mission risk is derivieg multiplying the ratings assigned for
threat likelihood (e.g., probability) and threatpact. Table 6 below shows how the
overall risk ratings might be determined basedmpuis from the threat likelihood and
threat impact categories. The matrix below is a 3 matrix of threat likelihood (High,
Medium, and Low) and threat impact (High, Mediumg¢gd.ow). Depending on the site’s
requirements and the granularity of risk assessuhesited, some sites may use a 4 x 4 or
a 5 x 5 matrix. The latter can include a Very Lovery High threat likelihood and a
Very Low/Very High threat impact to generate a Vémyw/Very High risk level. A
“Very High” risk level may require possible systeshutdown or stopping of all IT
system integration and testing efforts. The sanmpédrix in Table 6 shows how the
overall risk levels of High, Medium, and Low areriged. The determination of these
risk levels or ratings may be subjective. The rale for this justification can be
explained in terms of the probability assigneddach threat likelihood level and a value
assigned for each impact level. For example,

» The probability assigned for each threat likelihdegel is 1.0 for High, 0.5 for
Medium, 0.1 for Low

» The value assigned for each impact level is 100High, 50 for Medium, and 10 for
Low.

Table 6. Risk-Level Matrix

Impact

Lipreat Low Medium High

(10) (50) (100)

High (1.0) Low Medium High
10X1.0=10 50X 1.0=50 100 X 1.0 =100

Medium (0.5) Low Medium Medium

10X05=5 50X 0.5=25 100 X 0.5=50

Low (0.1) Low Low Low
10X0.1="1 50X01=25 100X 0.1=10

Risk Scale: High ( >50 to 100); Medium ( >10 to 50); Low (1 to 10)
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7.2 Description of Risk Level

Table 7 describes the risk levels shown in the abmmatrix. This risk scale, with its
ratings of High, Medium, and Low, represents thgrede or level of risk to which an IT
system, facility, or procedure might be exposed given vulnerability were exercised.
The risk scale also presents actions that senioragement, the mission owners, must
take for each risk level.

Table 7. Risk Scale and Necessary Actions

Risk Level Risk Description and Necessary Actions

If an observation or finding is evaluated as a high risk, there is a
High strong need for corrective measures. An existing system may

continue to operate, but a corrective action plan must be put in place
as soon as possible.

If an observation is rated as medium risk, corrective actions are

Medium needed and a plan must be developed to incorporate these actions
within a reasonable period of time.
Low If an observation is described as low risk, the system’s DAA must

determine whether corrective actions are still required or decide to
accept the risk.

Output from Step 7 - Risk level (High, Medium, Low)

STEP 8: CONTROL RECOMMENDATIONS

During this step of the process, controls that @aultigate or eliminate the identified
risks, as appropriate to the organization’s openati are provided. The goal of the
recommended controls is to reduce the level of tiskhe IT system and its data to an
acceptable level. The following factors should basidered in recommending controls
and alternative solutions to minimize or eliminatentified risks:

» Effectiveness of recommended options (e.g., systampatibility)

* Legislation and regulation

* Organizational policy

» Operational impact

 Safety and reliability.

The control recommendations are the results ofidkeassessment process and provide
input to the risk mitigation process, during whithe recommended procedural and
technical security controls are evaluated, pripei, and implemented. It should be noted
that not all possible recommended controls can rbelemented to reduce loss. To
determine which ones are required and appropr@te fspecific organization, a cost-
benefit analysis, as discussed in Section 4.6, [dhba conducted for the proposed
recommended controls, to demonstrate that the obstsplementing the controls can be
justified by the reduction in the level of risk. &ddition, the operational impact (e.qg.,
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effect on system performance) and feasibility (egchnical requirements, user
acceptance) of introducing the recommended optwnlg be evaluated carefully during
the risk mitigation process.

Output from Step 8-Recommendation of control(s) aakternative solutions to mitigate
risk

STEP 9: RESULTS DOCUMENTATION

Once the risk assessment has been completed {Hmeates and vulnerabilities
identified, risks assessed, and recommended cenpralvided), the results should be
documented in an official report or briefing. Akiassessment report is a management
report that helps senior management, the missionemy make decisions on policy,
procedural, budget, and system operational and gesmnent changes. Unlike an audit or
investigation report, which looks for wrongdoingtisk assessment report should not be
presented in an accusatory manner but as a systearad analytical approach to
assessing risk so that senior management will steted the risks and allocate resources
to reduce and correct potential losses. For ttasae, some people prefer to address the
threat/vulnerability pairs as observations insteffindings in the risk assessment report.

Output from Step 9- Risk assessment report that describes the threatsl a
vulnerabilities, measures the risk, and providescoemmendations for control
implementation

Self Assessment Exercise

1. What do you understand by these terms?
a. vulnerability,
b. Threat Source and
c. Threat action
d. Risk-Level Matrix

4.0 Conclusion

Risk is a function of the likelihood of a given é¢at-source’s exercising a particular
potential vulnerability, and the resulting impatttwat adverse event on the organization.
Having discussed the several steps involved insassg risk in any IT system, it

becomes clearer that the adverse effect of immedatd future risk cannot be

overemphasised be it at the level of input or ouitpinformation management.

5.0 Summary

This unit examines risk assessment with particelaphasis on methodology which
encompasses nine primary steps: System CharadienizaThreat Identification,
Vulnerability Identification, Control Analysis, Lé&ihood Determination, Impact
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Analysis, Risk Determination, Control Recommendatioand Results Documentation.
However these steps are no Straight-jackets riilesuld take several other patterns.

6.0 Tutor Marked Assignment
a. What is a Threat-Source?
b. How do you go about the Identification of a threatice?
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UNIT 4
RISK MITIGATION OPTIONS

Content

1.0 Introduction

2.0 Obijectives

3.0 Main body

4.0 Conclusion

5.0 Summary

6.0 Tutor Marked Assignment
7.0 References/Further Reading

1.0 Introduction

Risk mitigation, the second process of risk managemnvolves prioritizing, evaluating,
and implementing the appropriate risk-reducing amatrecommended from the risk
assessment process. Because the elimination o§lalis usually impractical or close to
impossible, it is the responsibility of senior mgement and functional and business
managers to use theast-cost approachnd implement thenost appropriate control®
decrease mission risk to an acceptable level, withimal adverse impacbn the
organization’s resources and mission.

2.0 Obijectives

Students are expected to know:
1. the various risk mitigation options and strategy.
2. the approaches for risk mitigation control, impletagion and control categories,
3. the cost-benefit analysis in risk control.

3.0 Main body
Risk mitigation is a systematic methodology used sleyior management to reduce
mission risk. Risk mitigation can be achieved tigloany of the following options.

1. Risk Mitigation Options:

» Risk Assumption. To accept the potential risk and continue operattieglT system or
to implement controls to lower the risk to an a¢abfe level

* Risk Avoidance.To avoid the risk by eliminating the risk cause/andonsequence
(e.g., forego certain functions of the system autstiown the system when risks are
identified)

* Risk Limitation. To limit the risk by implementing controls that nmmze the adverse
impact of a threat's exercising a vulnerabilityg(e.use of supporting, preventive,
detective controls)
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» Risk Planning. To manage risk by developing a risk mitigation pthat prioritizes,
implements, and maintains controls

» Research and AcknowledgmentTo lower the risk of loss by acknowledging the
vulnerability or flaw and researching controls torect the vulnerability

» Risk Transference.To transfer the risk by using other options to cengate for the
loss, such as purchasing insurance. The goals @slom of an organization should be
considered in selecting any of these risk mitigatiptions. It may not be practical to
address all identified risks, so priority shoulddpeen to the threat and vulnerability pairs
that have the potential to cause significant misapact or harm. Also, in safeguarding
an organization’s mission and its IT systems, bseaof each organization’s unique
environment and objectives, the option used togaié the risk and the methods used to
implement controls may vary. The “best of breedpraach is to use appropriate
technologies from among the various vendor secuptgducts, along with the
appropriate risk mitigation option and nontechniealministrative measures.

2. RISK MITIGATION STRATEGY

Senior management, the mission owners, knowingpttential risks and recommended
controls, may ask, “When and under what circums&arghould | take action? When
shall I implement these controls to mitigate thls& and protect our organization?”

The risk mitigation chart in Figure 1 addresseséhquestions. Appropriate points for
implementation of control actions are indicatedthis figure by the word YES.

Threat

SOUTOE l

Syste i 7. WES f ility
Valnerable™ 27 g ¢ Frploitsble?

4."‘1’0 \D

‘ Lo
Attacker’s ‘:'ES .J.minpm-d YES Umacceptahle
._’ Cost = Gain - Threshold/™ | Ritk
\ﬂ 4}10
Risk Accept Fisk Accept

Figure 1. Risk Mitigation Action Points

This strategy is further articulated in the followi rules of thumb, which provide
guidance on actions to mitigate risks from intemtiichuman threats:
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* When vulnerability (or flaw, weakness) exists— implement assurance techniques to
reduce the likelihood of a vulnerability’s beingeesised.

* When vulnerability can be exercised— apply layered protections, architectural
designs, and administrative controls to minimizetisk of or prevent this occurrence.

* When the attacker’'s cost is less than the potentiajain = apply protections to
decrease an attacker’s motivation by increasingattexcker’'s cost (e.g., use of system
controls such as limiting what a system user caesxand do can significantly reduce
an attacker’s gain).

* When loss is too great= apply design principles, architectural designs, &athnical
and nontechnical protections to limit the extenttloé attack, thereby reducing the
potential for loss. The strategy outlined abovethwhe exception of the third list item
(“When the attacker’s cost is less than the podégiin”), also applies to the mitigation
of risks arising from environmental or unintentibhaman threats (e.g., system or user
errors). (Because there is no “attacker,” no maitiveor gain is involved.).

3 APPROACHES FOR CONTROL IMPLEMENTATION
When control actions must be taken, the followinigs apply:

Address the greatest risks and strive for suffidiemsk mitigation at the lowest cost,

with minimal impact on other mission capabilities.

The following risk mitigation methodology describethe approach to control

implementation:

* Step 1-Prioritize Actions

Based on the risk levels presented in the risksassent report, the implementation
actions are prioritized. In allocating resourceg, priority should be given to risk items
with unacceptably high risk rankings (e.g., riskigsed a Very High or High risk level).

These vulnerability/threat pairs will require imnmeté corrective action to protect an
organization’s interest and mission.

Output from Step JActions ranking from High to Low

* Step 2-Evaluate Recommended Control Options

The controls recommended in the risk assessmertepsomay not be the most
appropriate and feasible options for a specificanization and IT system. During this
step, the feasibility (e.g., compatibility, useiceptance) and effectiveness (e.g., degree
of protection and level of risk mitigation) of threcommended control options are
analyzed. The objective is to select the most gppate control option for minimizing
risk.

Output from Step 2-List of feasible controls
 Step 3-Conduct Cost-Benefit Analysis
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To aid management in decision making and to idgrddst-effective controls, a cost-
benefit analysis is conducted. Section.5 detagsabjectives and method of conducting
the cost-benefit analysis.

Output from Step 3-Cost-benefit analysis describirthe cost and benefits of
implementing or not implementing the controls

* Step 4-Select Control

On the basis of the results of the cost-benefityaig management determines the most
cost-effective control(s) for reducing risk to tbeganization’s mission. The controls
selected should combine technical, operational, watiagement control elements to
ensure adequate security for the IT system andrtenization.

Output from Step 4Selected control(s)

* Step 5-Assign Responsibility

Appropriate persons (in-house personnel or extecoaltracting staff) who have the
appropriate expertise and skill-sets to implembgrtgelected control are identified, and
responsibility is assigned.

Output from Step H.ist of responsible persons

 Step 6Develop a Safeguard Implementation Plan

During this step, a safeguard implementation ptaraction plan) is developed. The plan
should, at a minimum, contain the following infortioa:

— Risks (vulnerability/threat pairs) and associatskl levels (output from risk assessment
report)

— Recommended controls (output from risk assessreeott)

— Prioritized actions (with priority given to itemasth Very High and High risk levels)

— Selected planned controls (determined on thes lmdgeasibility, effectiveness, benefits

to the organization, and cost)

— Required resources for implementing the selegl@ihed controls

— Lists of responsible teams and staff

— Start date for implementation

— Target completion date for implementation

— Maintenance requirements.

The safeguard implementation plan prioritizes tmplementation actions and projects
the start and target completion dates. This pldham and expedite the risk mitigation

process. Appendix C provides a sample summary fabline safeguard implementation

plan.

Output from Step 6Safeguard implementation plan

* Step 7-Implement Selected Control(s)

Depending on individual situations, the implementedtrols may lower the risk level
but not eliminate the risk. Residual risk is disagin Section 4.6.
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Output from Step 7Residual risk
Figure 4-2 depicts the recommended methodologyigkmitigation.
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4 CONTROL CATEGORIES

In implementing recommended controls to mitigask,ran organization should consider
technical, management, and operational securitytralsn or a combination of such
controls, to maximize the effectiveness of contfolstheir IT systems and organization.
Security controls, when used appropriately, carvgmg limit, or deter threat-source
damage to an organization’s mission. The controbmemendation process will involve
choosing among a combination of technical, managénand operational controls for
improving the organization’s security posture. Trede-offs that an organization will
have to consider are illustrated by viewing theiglens involved in enforcing use of
complex user passwords to minimize password gugsaml cracking. In this case, a
technical control requiring add-on security softevaray be more complex and expensive
than a procedural control, but the technical cdnsrdikely to be more effective because
the enforcement is automated by the system. Orotiher hand, a procedural control
might be implemented simply by means of a memorantu all concerned individuals
and an amendment to the security guidelines footganization, but ensuring that users
consistently follow the memorandum and guidelind Wwe difficult and will require
security awareness training and user acceptances. Sdction provides a high-level
overview of some of the control categories. Sestiat.1 through 4.3 provide an
overview of technical, management, and operatiooatrols, respectively.

4.1 Technical Security Controls

Technical security controls for risk mitigation che configured to protect against given
types of threats. These controls may range fronplgino complex measures and usually
involve system architectures; engineering discgdinand security packages with a mix
of hardware, software, and firmware. All of theseasures should work together to
secure critical and sensitive data, informationd d system functions. Technical
controls can be grouped into the following majotegaries, according to primary
purpose:

» Support (Section 4.1.1). Supporting controls are generit @mderlie most IT security
capabilities. These controls must be in place deoto implement other controls.

* Prevent (Section 4.1.2). Preventive controls focus on pnéng security breaches from
occurring in the first place.

» Detect and Recovel(Section 4.1.3). These controls focus on deteciimd) recovering
from a security breach.
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Figure 3 depicts the primary technical controls dhe relationships between them.
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Figure 3. Technical Security Controls

4.1.1Supporting Technical Controls

Supporting controls are, by their very nature, psive and interrelated with many other
controls. The supporting controls are as follows:

* ldentification. This control provides the ability to uniquely idéntusers, processes,
and information resources. To implement other sgcoontrols (e.g., discretionary
access control [DAC], mandatory access control [NIA&Ecountability), it is essential
that both subjects and objects be identifiable.

» Cryptographic Key Management. Cryptographic keys must be securely managed
when cryptographic functions are implemented inowes other controls. Cryptographic
key management includes key generation, distrinygtorage, and maintenance.

» Security Administration. The security features of an IT system must be gondid
(e.g., enabled or disabled) to meet the needsspkaific installation and to account for
changes in the operational environment. Systemriggatan be built into operating
system security or the application. Commercialtb#-shelf add-on security products are
available.
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» System ProtectionsUnderlying a system’s various security functionapabilities is a
base of confidence in the technical implementatibms represents the quality of the
implementation from the perspective both of thagteprocesses used and of the manner
in which the implementation was accomplished. S@xamples of system protections
are residual information protection (also knowrobgect reuse), least privilege (or “need
to know”), process separation, modularity, layeriagd minimization of what needs to
be trusted.

4.1.2Preventive Technical Controls

These controls, which can inhibit attempts to uelaecurity policy, include the
following:

 Authentication. The authentication control provides the means afyweg the identity

of a subject to ensure that a claimed identityaisdv Authentication mechanisms include
passwords, personal identification numbers, or PIBisd emerging authentication
technology that provides strong authentication.(eaken, smart card, digital certificate,
Kerberos).

e Authorization. The authorization control enables specification asubsequent
management of the allowed actions for a given sygeeg., the information owner or the
database administrator determines who can updalarred file accessed by a group of
online users).

» Access Control EnforcementData integrity and confidentiality are enforceddngess
controls. When the subject requesting access has hethorized to access particular
processes, it is necessary to enforce the defiredrity policy (e.g., MAC or DAC).
These policy-based controls are enforced via accessrol mechanisms distributed
throughout the system (e.g., MAC sensitivity lab&#C file permission sets, access
control lists, roles, user profiles). The effectiees and the strength of access control
depend on the correctness of the access contrigiales (e.g., how the security rules are
configured) and the strength of access controlreafaent (e.g., the design of software or
hardware security).

* Nonrepudiation. System accountability depends on the ability tousmghat senders
cannot deny sending information and that receiveasinot deny receiving it.
Nonrepudiation spans both prevention and detectidras been placed in the prevention
category in this guide because the mechanisms msieed prevent the successful
repudiation of an action (e.g., the digital cectitie that contains the owner’s private key
is known only to the owner). As a result, this cohts typically applied at the point of
transmission or reception.

» Protected Communications.In a distributed system, the ability to accompkgturity
objectives is highly dependent on trustworthy comivations. The protected
communications control ensures the integrity, amlity, and confidentiality of sensitive
and critical information while it is in transit. ®ected communications use data
encryption methods (e.g., virtual private netwolikternet Protocol Security [IPSEC]
Protocol), and deployment of cryptographic techg@e (e.g., Data Encryption Standard
[DES], Triple DES, RAS, MD4, MD5, secure hash stald and escrowed encryption
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algorithms such as Clipper) to minimize networke#its such as replay, interception,
packet sniffing, wiretapping, or eavesdropping.

» Transaction Privacy. Both government and private sector systems aresasangly
required to maintain the privacy of individualsamsaction privacy controls (e.g., Secure
Sockets Layer, secure shell) protect against légwivacy with respect to transactions
performed by an individual.

4.1.3Detection and Recovery Technical Controls

Detection controls warn of violations or attemptadlations of security policy and
include such controls as audit trails, intrusiontedéon methods, and checksums.
Recovery controls can be used to restore lost ctngpresources. They are needed as a
complement to the supporting and preventive teehmuoeasures, because none of the
measures in these other areas is perfect.

Detection and recovery controls include—

* Audit. The auditing of security-relevant events and thenitooing and tracking of
system abnormalities are key elements in the #fiefact detection of, and recovery
from, security breaches.

* Intrusion Detection and Containment.It is essential to detect security breaches

(e.g., network break-ins, suspicious activities)tlsat a response can occur in a timely
manner. It is also of little use to detect a sdgurreach if no effective response can be
initiated. The intrusion detection and containmaonitrol provides these two capabilities.
* Proof of Wholeness.The proof-of-wholeness control (e.g., system intggtool)
analyzes system integrity and irregularities arahidies exposures and potential threats.
This control does not prevent violations of segupiblicy but detects violations and helps
determine the type of corrective action needed.

* Restore Secure StateThis service enables a system to return to a gtates known to
be secure, after a security breach occurs.

* Virus Detection and Eradication. Virus detection and eradication software installed
on servers and user workstations detects, idesitid@d removes software viruses to
ensure system and data integrity.

4.2 Management Security Controls

Management security controls, in conjunction wébhnical and operational controls, are
implemented to manage and reduce the risk of loskta protect an organization’s
mission. Management controls focus on the stipaatif information protection policy,
guidelines, and standards, which are carried agoutih operational procedures to fulfill
the organization’s goals and missions. Managememaurggy controls—preventive,
detection, and recovery—that are implemented tougedrisk are described in
Sections4.2.1 through 4.2.3.

4.2.1 Preventive Management Security Controls

These controls include the following:

» Assign security responsibility to ensure that adégusecurity is provided for the
mission-critical IT systems
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» Develop and maintain system security plans to desurourrent controls and address
planned controls for IT systems in support of thgaaization’s mission

» Implement personnel security controls, includingasation of duties, least privilege,
and user computer access registration and terramati

» Conduct security awareness and technical trairongnsure that end users and system
users are aware of the rules of behaviour and tesiponsibilities in protecting the
organization’s mission.

4.2.2 Detection Management Security Controls

Detection management controls are as follows:

* Implement personnel security controls, includingspanel clearance, background
investigations, rotation of duties

» Conduct periodic review of security controls towesthat the controls are effective

* Perform periodic system audits

» Conduct ongoing risk management to assess andateitiggk

 Authorize IT systems to address and accept residial

4.2.3 Recovery Management Security Controls

These controls include the following:

» Provide continuity of support and develop, testd anaintain the continuity of
operations plan to provide for business resumpdinod ensure continuity of operations
during emergencies or disasters

* Establish an incident response capability to peefar, recognize, report, and respond
to the incident and return the IT system to opereti status.

4.3 Operational Security Controls

An organization’s security standards should esthhdi set of controls and guidelines to
ensure that security procedures governing the figbeoorganization’s IT assets and
resources are properly enforced and implementet@ordance with the organization’s
goals and mission. Management plays a vital rolevierseeing policy implementation

and in ensuring the establishment of appropriateragpnal controls. Operational

controls, implemented in accordance with a baseokatquirements (e.g., technical
controls) and good industry practices, are usedotoect operational deficiencies that
could be exercised by potential threat-sourcesedsure consistency and uniformity in
security operations, step-by-step procedures arttiaus for implementing operational

controls must be clearly defined, documented, aamhtained. These operational controls
include those presented in Sections 4.3.1 and Be&S®w.

4.3.1 Preventive Operational Controls

Preventive operational controls are as follows:

e Control data media access and disposal (e.g., gdlysiccess control, degaussing
method)
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* Limit external data distribution (e.g., use of |Hipg)

* Control software viruses

e Safeguard computing facility (e.g., security guardge procedures for visitors,
electronic badge system, biometrics access comtrmhagement and distribution of locks
and keys, barriers and fences)

» Secure wiring closets that house hubs and cables

» Provide backup capability (e.g., procedures forulag data and system backups,
archive logs that save all database changes tedakin various recovery scenarios)

» Establish off-site storage procedures and security

* Protect laptops, personal computers (PC), workstati

* Protect IT assets from fire damage (e.g., requirgsnand procedures for the use of fire
extinguishers, tarpaulins, dry sprinkler systenasoi fire suppression system)

* Provide emergency power source (e.g., requirenientminterruptible power supplies,
on site power generators)

 Control the humidity and temperature of the comqmufiacility (e.g., operation of air
conditioners, heat dispersal).

4.3.2 Detection Operational Controls

Detection operational controls include the follogin

* Provide physical security (e.g., use of motion dtes, closed-circuit television
monitoring, sensors and alarms)

* Ensure environmental security (e.g., use of smake fare detectors, sensors and
alarms).

5 COST-BENEFIT ANALYSIS

To allocate resources and implement cost-effectbamtrols, organizations, after
identifying all possible controls and evaluatingitifeasibility and effectiveness, should
conduct a cost-benefit analysis for each proposetial to determine which controls are
required and appropriate for their circumstancelBe Tost-benefit analysis can be
gualitative or quantitative. Its purpose is to destoate that the costs of implementing
the controls can be justified by the reduction e tevel of risk. For example, the
organization may not want to spead,B00 on a control to reduce=200 risk. A cost-
benefit analysis for proposed new controls or enkdncontrols encompasses the
following:

» Determining the impact of implementing the new whanced controls

» Determining the impact afotimplementing the new or enhanced controls
 Estimating the costs of the implementation. Thesg mclude, but are not limited to,
the following:

— Hardware and software purchases

— Reduced operational effectiveness if system padace or functionality is reduced for
increased security

— Cost of implementing additional policies and maares
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— Cost of hiring additional personnel to implemg@nbposed policies, procedures, or
services

— Training costs

— Maintenance costs

» Assessing the implementation costs and benefitistgsystem and data criticality to

determine the importance to the organization oflémgnting the new controls, given

their costs and relative impact. The organizatiolh meed to assess the benefits of the
controls in terms of maintaining an acceptable msposture for the organization. Just
as there is a cost for implementing a needed corlrere is a cost for not implementing

it. By relating the result of not implementing tb@entrol to the mission, organizations can
determine whether it is feasible to forego its iempéntation.

Cost-Benefit Analysis ExampleSystem X stores and processes mission-criticdl an
sensitive employee privacy information; howeverdiang has not been enabled for the
system. A cost-benefit analysis is conducted tcerd@he whether the audit feature
should be enabled for System X. Items (1) and (@ress the intangible impact (e.g.,
deterrence factors) for implementing or not implatimey the new control. Item (3) lists
the tangibles (e.g., actual cost).

(1) Impact of enabling system audit feature: Theteay audit feature allows the system
security administrator to monitor users’ systemivacs but will slow down system
performance and therefore affect user productiAtgo the implementation will require
additional resources, as described in Item 3.

(2) Impact of not enabling system audit featureeitUsystem activities and violations
cannot be monitored and tracked if the system dudittion is disabled, and security
cannot be maximized to protect the organizationisfidential data and mission.

(3) Cost estimation for enabling the system aughtdre:
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Cost for enabling system audit feature—No costiduifeature =N

Additional staff to perform audit review and arohj\per year = NXX, XXX
Training (e.g., system audit configuration, ref@heration) = N X, XXX
Add-on audit reporting software = NX, XXX

Audit data maintenance (e.g., storage, archivipey,year =N X,XXX
Total Estimated Costs N XOCXXX

The organization’s managers must determine whastitates an acceptable level of
mission risk. The impact of a control may then leseased, and the control either
included or excluded, after the organization deteesh a range of feasible risk levels.
This range will vary among organizations; howevtre following rules apply in
determining the use of new controls:

* If control would reduce risk more than needed, tsee whether a less expensive
alternative exists

« If control would cost more than the risk reductmovided, then find something else

* If control does not reduce risk sufficiently, thiok for more controls or a different
control

« If control provides enough risk reduction and isteeffective, then use it.

Frequently the cost of implementing a control isrentangible than the cost of not
implementing it. As a result, senior managementygla critical role in decisions
concerning the implementation of control measusgeotect the organizational mission.

6 RESIDUAL RISKS

Organizations can analyze the extent of the rislkucgon generated by the new or
enhanced controls in terms of the reduced thrkeliiood or impact, the two parameters
that define the mitigated level of risk to the argational mission.

Implementation of new or enhanced controls cangatié risk by

* Eliminating some of the system’s vulnerabilitiedaffs and weakness), thereby
reducing the number of possible threat-source/valmgty pairs

» Adding a targeted control to reduce the capacit/rantivation of a threat-source

For example, a department determines that thefopsgistalling and maintaining add-on
security software for the stand-alone PC that stdsesensitive files is not justifiable, but
that administrative and physical controls shouldrbplemented to make physical access
to that PC more difficult (e.g., store the PC itoeked room, with the key kept by the
manager).

* Reducing the magnitude of the adverse impact (tample, limiting the extent of a
vulnerability or modifying the nature of the retaiship between the IT system and the
organization’s mission).

The relationship between control implementation amedidual risk is graphically
presented in Figure 4 below.
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Figure 4. Implemented Controls and Residual Risk

The risk remaining after the implementation of n@wenhanced controls is the residual
risk. Practically no IT system is risk free, and ath implemented controls can eliminate
the risk they are intended to address or reduceiskeevel to zero. The intent of this

process is to identify risks that are not fully sekbed and to determine whether
additional controls are needed to mitigate thesridentified in the IT system.

Self Assessment Exercise
1. List and explain the six risk mitigation options.
2. What is supporting and preventive control in riskig@ation options?

4.0 Conclusion

In most organizations, the network itself will conially be expanded and updated, its
components changed, and its software applicati@ptaced or updated with newer
versions. In addition, personnel changes will ocand security policies are likely to

change over time.

These changes mean that new risks will surfaceiaksl previously mitigated may again
become a concern. Thus, the risk management pra€esgjoing and evolving. There

should be a specific schedule for assessing andjatiitg mission risks, but the

periodically performed process should also be llexenough to allow changes where
warranted, such as major changes to the IT systahpeocessing environment due to
changes resulting from policies and new technokgke successful risk management
program will rely on management’s commitment; (& full support and participation of

the IT team (3) the competence of the risk assessteam, which must have the
expertise to apply the risk assessment methoddtmgyspecific site and system, identify
mission risks, and provide cost-effective safegsatbat meet the needs of the
organization; (4) the awareness and cooperationeshbers of the user community, who
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must follow procedures and comply with the impletedncontrols to safeguard the
mission of their organization; and (5) an ongoingleation and assessment of the IT-
related mission risks.

5.0 Summary

This unit describes risk mitigation options (Sewtit), the risk mitigation strategy
(Section 2), an approach for control implementat{@ection 3), control categories
(Section 4), the cost-benefit analysis used toifjusthe implementation of the
recommended controls (Section 5), and residual(8sition 6).

6.0 Tutor Marked Assignment
Draw a Risk Mitigation Methodology Flowchart andpéadn how it works.

7.0 References/Further Reading
Computer Systems Laboratory Bullefihreats to Computer Systems: An Overview
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NIST Interagency Reports 474Sample Statements of Work for Federal Computer
Security
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Securing
Information Technology Systen8&eptember 1996. Co-authored with Barbara Guttman.
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UNIT 5
Mitigating Economic Risk Through Security Technolog

Content

1.0 Introduction

2.0 Obijectives

3.0 Main body

4.0 Conclusion

5.0 Summary

6.0 Tutor Marked Assignment
7.0 References/ Further Reading

1.0 Introduction

Appearing daily across the headlines of major newsps and periodicals, global
security has moved to the forefront on businessc&on And the economic losses
ascribed to such attacks and breaches totals gestag sum in billions of dollars (US)

annually for companies spanning the continents.desinesses of electronic commerce
and highly concentrated information architecturdgse disruption figures soar even
higher than traditional manufacturing and servegt@rs.

2.0 Objectives

This unit defines the components of risk mitigatibnough the investment in firewall
appliances and server-side preservation technao@éudents are expected to know
some descriptive statistics that illuminate reaHdimccurrences, the numerical values
contained herein and how they can be applied inyamganization.

3.0 Main body

Risk begins with a perceived vulnerability and Hweeptance of safeguard methods to
reduce the likelihood of a negative or undesirett@me. In the economic sense, risk is
largely concerned with probability of such advessécomes and what factors contribute
positively to produce such an event. To an IT managsk might mean the chance or
frequency of disruption in the network environmeirttentionally or unintentionally.
Still, the subject of risk cannot be ignored fronecantingency planning or information
asset point of view. Staying within the purviewtloé IT and network realm, risk imparts
a need for attention in three distinct aredsfinition measuremenand mitigation
Definition of risk precedes any other component because itsstaith setting
boundaries—or zones—that determine the scope acdrae of any undesired outcome.
For instance, not having a firewall in place fougdnternet gateway allows free roaming
of public users within the four walls of your busss. Risk inviting? Absolutely. A host
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of undesirable outcomes can unfold and inflict gigant harm among your employees
and their productivity. But what about setting se@md boundaries? Internet access may
only be limited to a specific server, or externaltteyvay, in which case damage is
restricted to a concise section of your IT envirenm Limits—and the ability to define
zones of impact—are of primary importance in thecpss of defining risk and its total
impact on the organization. These limits, with relgeo network operations, have been
analyzed and studied as linear functions to asoedtffierent types of exposure and their
relative probability of negative outcome. In otlards, setting limits on the type of user
(e.g. wired network versus wireless) can allow aissét the boundaries for assigning
criteria to the risk equation. While most thingshrdae measured, few tasks are more
difficult than establishing the actual definitiof osk as an inventory of impacted
resources and outcome probabilities.

Next, with our definition of risk in hand, we move understand how tmeasurerisk
itself. Since risk is comprised of negative outceraad their assigned probabilities, it is
best to start the measurement process by takingeamtory of the various types of
outcome that may occur and with what frequency tbay be observed. During the
course of studying a wide breadth of organizatiammg their network operations, several
dominant risk outcomes clustered themselves irfidlh@ving categories:

a) Internal Disruption —the compromise of network assets as a result afittnorized or
intentional intrusion from a firm’s employee or ited user

b) Passive Code-Level Intrusior-the introduction of software agents or script ctole
the network environment (e.g. worms, viruses, etc.)

c) External Disruption—the intentional and manual process of networknfwrmation
disruption by an outside system or individual (engtwork hackers, denial of service
interruption, etc.)

d) Authentication Forgery—the use of forged identity credentials to gainesscto
information assets or systems without authorization

e) Extraction—the intentional or unintentional export or delatiof information assets
without authorization

Looking at each of these risk categories, we cak & the data and make two additional
determinations regarding frequency (as a probgpiiihd the extent of each in terms of
damage (magnitude of loss). In Figure 1.1, a lishese categories is given alongside the
corresponding range of frequencies and the measaweihge value of loss (in whole
US dollars) associated with these activities. Kegpin mind that these data were
collected across organizations of disparate siZesm( small businesses to large
enterprises), the order of scale in terms of fregyeand size of loss for your particular
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organization may be higher or lower, depending upeneral key factors. In our
assessment of these elements affecting networkeraldility, we applied statistical
patterns produced by Factor Analysis to determiositipe correlation among the
following variables:

a) Employee Density—the number of employees within an organization

b) Branch Locations—the number of branch facilities of locations odésof the parent
headquarters

c) Type of Operations—the primary nature of business products and sesyianging
from the production of low-skilled consumer goodsomplex intellectual services

d) Employee Mobility—the ability and capacity for employees to accesswark
services outside of a wired LAN environment)

e) Average Employee Earnings-the threshold dollar amounts paid to employees as
compensation for labor earnings

f) Annual Gross Revenue Product (AGRP)}-the amount, adjusted in US dollars, of an
organization’s earnings or intake of capital pratsee

Figure 1.1 Dominant Risk Outcomes
Shown here with relative percentage of frequency and average loss value per incident

Extraction

Authentication Forge

External Disruptio

Passive Code-Level Intrusi

Internal Disruptio

Economists and statisticians alike use the mettodaotor Analysis to boil down the
most important variables of any measurement equatmas to assess their interaction
with each other and determine relationships. Fiwaoek security purposes, the above-
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listed variables proved to be the key factors aasedt with risk of loss and measuring
the loss proportions in differing organizations.idtimportant to remember that the
frequency of loss varies according to the relatikange of other variables, and likewise
the magnitude changes according to the same. Tthgane, however, is wrapped inside
the mitigation process and how we abate risk by lowering our addsuch predictable
negative outcomes. Traditional insurance comparied, even those insuring losses in
the digital property space, rely upon actuarialufes and statistics to determine a
premium for an insurance policy—to hedge againstribk of loss based upon known
criterion. In computing the premium, the informaticegarding the policyholder’s risk
environment is scored and then aligned to a prenmat® structure. Again, based on
known factors such as those in Figure 1.1, we egmlto look at technologies that lower
our risk of exposure to malicious attacks and ghisom of information assets—forcing a
significant reduction in the probability of facirgych negative circumstances. And by
analyzing your organization’s risk position in c@st to its relative bearing for loss, the
value proposition becomes one of economic sensibili exchange of money spent for
mitigation of risk associated with the undesiref@&s.

Technology Contrast: A Case for Economic Investment

A number of firewall technology vendors produceusions focused upon protecting
individual users and the IT environment at largenfrthe thwart of hacker penetration
and malicious attack—risks that ultimately disrupisiness operations and impose
considerable costs of recovery. In looking at aghhology offering as a composite of
risk mitigation and network enhancement benefite teferendum for an investment
decision is one that goes much deeper than a siR@é (return on investment)
calculation—rather it supports a wide value chaind to get a firm grasp on these value
chain constituents, an economic method or theoopknas Economic Value Creation—
or simply, EVC for short can be applied. The notadrEVC imparts summing together
each of fundamental areas in which a technologgroup of technologies, adds value to
the efficiency equation. Technology, by design,uittanake business operations more
efficient when it displaces or augments a procleasdnhances productivity or constrains
cost. When talking about efficiency, it is importan recognize that the concept implies
three different approache&chnical operationalandeconomic Technicalefficiency—

in the context of firewalls, information asset maiton and general network security
provisions—relates to the change at which technobdtgrs the risk equation as a direct
consequence of the technology additive. Firewallhaace technical efficiency by
reducing the negative by-products of attack andadirewith respect to ensuring the
continuation of normal business operations. If tiehnology was not in place, and an
attack or breach was to occur, then business ptiotdueould be disrupted either directly
or indirectly. In any case, the ability of your argzation to produce its goods or services
at the same rate would be lessened—if not ceasademtarily. Complementary to
technical efficiency advantages, the approaclopdrational efficiency concerns itself
with the configuration of capital, infrastructuradathe resources necessary to maintain
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business operations. When support staff burdensdblwes with the added labor and
resources required in correcting a negative sgcortcome, this takes away valuable
productivity that would otherwise be applied tomaf business operations.

Technology that aids or preserves resources witlénbusiness configuration is said to
improve operational efficiency—following the old agk of ‘doing more with less’.
Operational efficiency is vital when contemplatihg labor input necessary to maintain a
network environment, especially from the aspecsubporting end-users and strategic
projects that come before recovery operations. Whest technology vendors discuss
efficiency, what their message often conveys i¢ tha solution will save money—or
more appropriately, minimize costs. But saving myiseonly a small part ofconomic
efficiency when assessing the incremental capdoitminimize capital expenditures or
maximize revenue. At face value, technology shaiddserve at least some resources
when selected to replace inefficiency or enhangemee opportunity. Network security
not only protects companies from the costly expemes associated with cleanup and
recovery from attacks, but it can also drive prasity above and beyond normal levels
by enabling network assets to perform more effettivAnd effective networks translate
to bottom line improvement on a real cash basikinfaeach of these efficiency
approaches separately and together, EVC createfffaaedt picture of the value
proposition by addressing the investment from ateroporary angle. Technical
efficiency drives companies to mitigate risk by &g their probability for network
violation and allocating their productive resourogsre diligently. Operational efficiency
ensures that the configuration of capital and Biftecture continues to perform as
scheduled and that labor resources are best agplidteir respective tasks. Economic
efficiency drives performance in the financial guead and helps companies realize
revenue opportunities through reliable networkshwitredictable Quality of Service
(QoS). And measured jointly, the view toward makimgousiness case for network
security becomes sharpened across each context.

Descriptive Statistics and the Economics of Networkiolations

True costs of network disruptions—from multiple ss@s—has been historically difficult
to measure and quantify since many of the repatscare buried within the accounting
systems of the victim organizations. And withoutagygregated source of data relevant to
such attacks, or statistical estimators that ptbbeanges of actuarial cases, the design of
macroeconomic interpretation was made on a lowefidence interval scale. Data is
quite abundant and prominent code-level destrucsipans the globe almost weekly.
Anti-virus and pattern recognition companies sushEmtercept and Symantec have
carved a historian’s position in recording the delwf passive code-level attacks that
flourish daily. But in an economic sense, the rdamage of attacks and malicious
behaviour takes shape aseaternalityof network-based computing. With open access to
the Internet and information assets at risk, thatsmcks will continue to propagate and
spread themselves in new hybrid platforms that whiallenge the best firmware
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appliances and software developers alike. Soméermpirically relevant figures and
statistics that define this externality include:

+ Annual Cost of Network Breaches Worldwide: $17,807M (USD) (2001, estimated)
+ Average Cost of Nelwork Breaches to Individual Organizations: 5.97% AGRP (2000),
6.27% (2001, estimated)
* Average Number of Breaches per Year Worldwide: 852, 300 (Reported/Unreported)
+ Average Cost of Virus or Worm Attack: $26,271 (USD)
{per incident, per company wilh greater than 150 employees)
+ Average Recovery Cosl of a Network Breach: $54, 280 (Median Value)
{per incident, per company wilh greater than 150 employees)

+ Average Wireless Revenue Assurance Loss: 4.72% of tolal call revenue

{due to network fraud for an average U.S. wireless carrier)

Historical Lessons of Failure and Conclusion

Dating back to the early 1980s when hacker popylaegan to rise, the commonality of
PC security gave attention to the explosion of sesithat sprung up overnight in the
midst of a booming personal technology revolutiblistorical economists that look at
past trends and determine their causal patterns nated that malicious behaviour
coincides with peak economic periods during whiignificant advances in technology
accompany surges in personal wealth. And next égettupturns in economic activity,
vulnerability is at its highest level when organiaas stay focused on wealth building
activities and develop complacency for lax secupitycedures. Today’s technology has
crossed over into new landscapes with network oothny becoming central to
emerging technologies in both enterprise and patsoarkets. This leads us to conclude
that the network will be the most likely conduit flispersal of passive code-level attacks
and the Internet its global theatre for terrorism higher order. To protect against
forthcoming intrusion and misappropriation of dajjiassets, organizations need to make
a clear resolve in their expenditures toward sécuwoncentration within the network
domain. Security is a rational element of busingssrations, but until recently, many
had forgotten just how important this applicatiauld be in preserving the modern day
enterprise.

Self Assessment Exercise
a. What do you understand by dominant risk outcomes?
b. How can they be categorized?

4.0 Conclusion

Risk is always present at the epicentre of netveorkputing and how a company faces
risk can drastically alter their future. Begin bsfiding risk in terms that encompass your
IT constituency. Then, use some of the parametersepted herein this appraisal to
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guide your measurement of the risk horizon. Andeoyou determine the focus of risk
mitigation, seek technologies that will serve awrexnic value in reducing that risk
guotient.

5.0 Summary

As an economic appraisal of network security ataekd vulnerability to digital
intrusion—this unit sets forth to define componeofsrisk mitigation through the
investment in firewall appliances and server-sideservation technologies. Aside from
descriptive statistics that illuminate real-worldccarrences, the numerical values
contained herein can be applied to nearly evenarimtion seeking to lower their
economic risk associated with information technglegmpromise and justify nominal
expenditures for securing their assets. Securitynmalonger be regarded as an auxiliary
technology investment, but rather as a core investnin the capitalization of the
enterprise business model— alongside the hosthefr abputs that ensure business output
and productivity.

6.0 Tutor Marked Assignment
Define the term risk , itgneasuremerdandmitigation?
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Information Age Militaries
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1.0 Introduction

Military operations in the future will be conductég Information Age organizations.
Unlike today’s military organizations that would Easonably familiar and comfortable
to 19th-century warriors, Information Age militagiewill be more of a reflection of
contemporary private sector organizations. InforomtAge militaries will differ from
20th-century militaries with respect to their (1fasegy, (2) degree of integration, and (3)
approach to command and control.

2.0 Obijectives

Students are expected to understand how the infanmage will impact on the military,
its strategies and operations. Similarly studeresexpected to highlight the importance
of information system age on military Integratede@gtions.

3.0 Main body

Military Strategy

Military strategy has, until recently, been badicalymmetric with the aim of degrading

and/or defeating an adversary’s military forces.sbme extent, military operations have
been a separate phase in a conflict that begins wtree political leadership turns to a
military organization and expects it to undertaked saccomplish a given military

mission. Upon the conclusion of this mission (esgrrender of the enemy), the military
retires and the political leadership takes overs Tinot to say that civilian leadership is
not engaged during the entire military phase, Iatt the role of civilian leadership

during the conduct of military operations is mofean oversight role, not an operational
one. Conflicts in the Information Age will not hadestinct military phases to the same
extent as before. Military objectives will need, nmahan ever before, to be dynamically
balanced with a set of honmilitary objectives anbjsct to a complex set of constraints.
Hence, military strategy will need to adjust torgeia part of a larger operation and
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switch to an effects based strategy (as opposeah attrition-based strategy). The term
effects-based operatioEBO) is relatively recent, although one would htpet warfare
has always been about creating effects. Howeveheanndustrial Age, attrition effects
became an automatic substitute for the ultimatedalyes of military operations. As
nontraditional military missions became more complace, it became obvious that new
measures of effectiveness for military operatioesded to be developed. Enemy attrition
and loss exchange ratios were no longer useful. EBSmply a recognition of this. Its
proponents are arguing for an explicit enunciatmfnthe objectives of a military
operation, how these military objectives relat®verall U.S. or coalition objectives, and
the cause effect relationships that link militacfiens to effects to military objectives to
mission objectives. Normalcy indicators, for exaephay be used to ascertain when a
peacekeeping mission achieves the desired effectbese cases, military actions (e.qg.,
patrols, weapons confiscation) need to be relatechdrmalcy. Killing people and
breaking things may, in fact, be part and parcebwofeffects-based strategy, but this
connection should not be casually assumed. Muclb&as written on this change in the
relationship of the military to conflict.

Command and Control: Integrated Operations

While the Information Age will complicate militastrategy, it will revolutionize military
organizations and the approach to command and atof@ommand and control is a
military term for leadership and management. Imprognts in Information Age
technologies have changed the economics of infeomand hence, have altered its
practical richness, reach, and the quality of th&eractions among individuals and
groups. As a result, the nature of the fog andidmcof war are being radically altered.
This will enable us to move beyond the pursuitlahder avoidance and deconfliction to
achieving synergy on a routine basis in militaryeigtions. Curiously, the term
integrationis not part of the dictionary definition of managam although it seems to
me that a key component of management lies inbilgyato integrate the actions of an
organization. Information Age militaries will be labto generate synergy because they
will be better integrated in a number of dimensiofAsese dimensions include echelon,
coalition/joint, function, time, and geography. Timdinitive to integrateis commonly
defined as “to make a whole by bringing all partgether.” Military operations
traditionally break each of the dimensions menttbabove into parts that have for the
most part not been brought together very well. Tdgproach creates seams on the
battlefield that an adversary can exploit. Militaagtics recognize that the seam between
units (particularly if the seam separates troopsfdifferent countries as they often did
in World War 1l) is a good place to attack. Infortioa and opportunity find the cracks in
the seams irresistible.

The real challenge in command and control is irdgn. It is about getting a number of
things to work toward a common purpose in a way thaximizes the totality of the

resources available. This raises an interestingt @iout integration. Is integration about
the means employed, or is it only about the effpctaluced? Can an organization be
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integrated without achieving integrated effects?anf organization achieves integrated
effects, is it integrated? Take the idea that istre¢ to Information Age command and
control, self-synchronization. Are self-synchrongiforces integrated? These questions
are important because they help us focus attentiothe right places. The argument
therefore that is that self synchronizing forcegy.(ethose that achieve synchronized
results by emergent behavior), are indeed intedrbgzause, in the final analysis, they
achieve integrated effects by enabling individutdsdevelop synergistic behaviors.
Synchronized behavior can also be a product ofakzed planning and execution, or of
centralized planning and decentralized execution.

The way command and control should be exercisédeinnformation Age depends upon
what actually works best in the set of circumstanaad challenges we associate with
today’s and tomorrow’s military missions. Inforn@ii Age missions will be
characterized by a large degree of unfamiliarityd @aomplexity, and by exacting time
pressures and constraints. They will require ragetisive, and precise responses. The
ability to rapidly respond is limited by physicsless one shifts to an approach involving
the massing of the desired effects rather thamhssing of forces. This, in turn, means
that forces can be geographically dispersed. Dssperof forces may result from either
the inability to mass physically in time or a desio maintain separation to avoid being
an attractive target. Being decisive involves, aghother things, being able to select the
right effects and develop a feasible approach &bviewving them. This requires a high
level of understanding of the situatidArecisemeans that each element or part of the
force knows if, when, and how to act and has tipal#ity to achieve the desired effects.
Rapid, decisive, and precise responses can onactemplished if we are able to bring
all of the available information we have to bead afi available assets to bear in a timely
manner.

Self Assessment Exercise
Explain the relevance of the information age tatany strategies.

4.0 Conclusion

The conditions necessary for success in the InfobomaAge revolve around an
organization characterized by information flowstthee not unduly constrained, where
the key parts of the organization share awaremesbwhere acts of individual parts can
be self-synchronized. These are characteristicé #na associated with integrated
processes. This can only be achieved by adoptimetavork-centric approach and
command philosophy.

5.0 Summary

This unit highlights information age militaries, I@ry operations and projects into the
future organizations of military. It emphasizes flaet that in time to come military
operations will be conducted using more of tacéing strategies based on information
system technologies, which will require rapid, da@, precise and accurate responses.
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6.0 Tutor Marked Assignment
Explain why integration is commonly referred tothe real challenge in command and
control.

7.0 References/ Further Reading

Alberts, D. S. and Papp, D.S. (200mhformation Age AnthologywVashington, DC:
National Defense University and CCRP. June 1997eka001. Vols 1-3.

Alberts, David S. and Hayes. R.E. (19@9mmand Arrangements for Peace Operations
Washington, DC: National Defence University. May%9pp. 5-13.

Alberts, D.S., Garstka, J.J., Hayes, R.E. and Skeir (1999)Network Centric Warfare:
Developing and Leveraging Information Superiarityashington, DC: CCRP. August
1999.

Alberts, D.S., Garstka, J.J., Hayes, R.E. and SigbBoA. (2001)Understanding
Information Age WarfaréWashington, DC: CCRP. August

CNN: http://lwww.cnn.com/2002/US/01/31/rumsfeld.sg@adex.html. January 31,
2002.
Fagin, Robert and Chris Kwalknternet Infrastructure and ServiceBear Stearns, May
2001.

Garamone, J. (2002) “Flexibility, Adaptability atebrt of Military Transformation.”
American Forces Press Servidan 31, 2002.

Hayes, M. D and Gary F. (1996).Wheatley, ddteragency and Political-Military
Dimensions of Peace Operations: Haiti—A Case Stiwhshington, DC: National
Defense University. February

Network Centric Warfare Department of Defense RefinCongress. July 2001. pp. 12-
14.

179



Unit 2
Information Technology Impacts on War fighters
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1.0 Introduction

Information technologies, for the purposes of #malysis, include collection, processing,
display, and communications technologies. Procgstnhnologies include data fusion
and analysis, as well as support for decision-ngpkimd sense making, such as
knowledge based expert systems and systems thgborsugognition. Display
technologies include visualization tools and teghes.

2.0 Objectives

Students are expected to understand the impact of:

1. Information Technology on Warfare and

2. Networking and wireless technologies in war timerszio

3.0 Main body

Advances in these technologies have resulted iar@ammous amount of near real-time
information being potentially available to indivials anywhere at any time. The
intelligence level of systems and our confidencetheir ability has also increased
dramatically to the point where life-and-death dexis are now routinely being made
automatically by computers, albeit with varying degs of human supervision. Even at
this early point in the Information Age, the bditéd is awash with vastly improved
quality and increased amounts of information. Thgnadnics of information
dissemination have changed considerably in therldtalf of the 20th century, from
flowing primarily through organizational hierarchier command structures to the point
where significant amounts of information are obgadimutside of these vertical flows and
increasingly from non-security sources. Thus, wivas once predominantly a highly
constrained and vertical information flow has eealvinto a mix of vertical and
horizontal flows that extends beyond traditionals@y. And more, much more is still to
come. Networking and wireless technologies havetheted us both organizationally
and geographically. We are on the verge of “Inte8,” which incorporates a set of
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distributed capabilities (processing, storage, bpetw services, and collaborative
environments) that enable peer-to-peer (P2P) anthrdically reconfigurable small
group interactions (collaborations). Solutiongd&aling with today’s information flows
will not necessarily work with tomorrow’s vastlydreased flows. The amount, quality,
and dynamics of information dissemination have alye begun to impact the ways
decisions are allocated (delegation) and the mannehich those decisions are made.

Network Centric Warfare (NCW) is all about changidecision-making processes and
topologies. It involves moving from an Industrialgé model, where information is
collected at the edges and moved to the centeddoision-making, to an Information
Age model, where the edge is empowered to makeidasi based upon command intent
and high quality situation awareness. The effeo@gs of an Industrial Age organization
depends upon the decision-making ability of ones@eior a small number of persons) at
the center and the ability to parse and commundetesions, in the form of guidance, to
subordinates such that their actions are synchedniZ’hus, centralized deliberate
planning has been the traditional focus of command control systems. Early in the
Information Age, information technologies were eaygld to incrementally improve this
traditional command and control process. With NGh¥ére has been a focus on replacing
the traditional command model with a new one—ongetlaupon self synchronization
enabled by shared awareness. Thus (as shown imeFiQu advances in information
technologies provide us with significant opportigst both to improve our ability to
command and control our forces and to improve otoef capabilities.

Information Age Transformation
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Our information-related vulnerabilities have alsareased. Increased reliance on high-
tech systems for information collection, interptieta, processing, analysis,
communication, and display has made failures irseghgystems more disruptive. The
ubiquitous nature of these technologies provides patential adversaries with
capabilities that help them understand how to kttac information assets and give them
the tools to do so.

Military command and control systems can no longerevaluated using measures of
merit (MOMS) related solely to the production ofatjty information in a timely manner.
It is now important to consider such attributesagailability, integrity, and authenticity
of the information, its ease of use, and its valdded for decision-making. Command
and control has long been a recognized force nhigltjpand improvements in
information technologies offer tremendous oppotiaaito perfect existing approaches
and explore new ones. Quicker, better decisionisadw us to operate more effectively
within the enemy’s decision cycle, providing us twian opportunity to control
engagements. This is referred to as the speednofmemd. Improvements in information
technologies also enhance the capabilities of humeapons, providing them with
increased standoff capability and accuracy. Expeds in Afghanistan have shown that
when forces can interoperate in new and innovatiags, good things happen. The key
battle of Mazar-e-Sharif was, in the words of tlee®tary of Defense, a combination “of
the ingenuity of the U.S. Special Forces, the nadstanced, precision-guided munitions
in the U.S. arsenal delivered by U.S. Navy, Aird&rand Marine Corps crews, and the
courage of valiant one-legged Afghan fighters orsbback.”

But the opportunities that new, improved, and imperable weapons and command and
control systems offer cannot be successfully exgdbunless we rethink our concepts of
operations and our approach to command and comtnalhge processes, doctrine, and
organizational structures, and provide the requoedgonnel the education, training, and
experiences they need. This theme was stressesdpeexh that Secretary Rumsfeld gave
to students at the National Defense University Imclv he said, “A revolution in military
affairs is about more than building new high-teakapons, though that is certainly part
of it. It's also about new ways of thinking, andwn&vays of fighting.” Dealing with
disruptive innovation is, to many, a daunting pesgtpBut, as the remainder of this book
will show, we have no alternative but to treat #uoption of new information-related
capabilities holistically, that is, to considerithé a mission capability package context.

A major issue is the pace of change expressedeXample, by Moore’s Law (1962).
With new capabilities being available so quicklypwh can we possibly learn to
effectively use these capabilities before theytuim, become obsolete? The answer lies
in a transformation strategy that anticipates tetgy, rather than trails technology.
This approach is concept-driven rather than tedgwtriven. We do not have to wait
for improvements in technology to actually occufdobe considering new approaches to
command and control, concepts of operation, dastrar organizational arrangements.
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Quite the contrary, if we wait, the inertia asstamiwith developing and implementing
these changes will keep us permanently behinddlaepcurve. This does not imply that
changes in command and control or force capalsiliteust necessarily precede
alterations to concepts of operation or doctringehlity, these elements (e.g., concept of
operations, doctrine, technology, etc.) constitatgpackage that, taken as a whole,
provides real operational capability that can bgiefd in a specific mission.

Self Assessment Exercise

1. Discuss the term information vulnerabilities?
2. What are the issues in Information Age TransforamiExplain with the aid of a
diagram.

4.0 Conclusion

A mission specific perspective is important becange organizational structure or
approach to command and control is going to be-sweted for the range of likely
missions; missions as diverse as traditional m#peater wars (MTWSs), small-scale
contingencies, counter-terrorism, and peace opasmtiNew measures of merit (MOMS)
will be required that must be mission-related. Emample, classic measures, such as
attrition or taking and holding territory, are n@levant in many mission contexts. In
addition to the need to employ metrics that refleetcess in nontraditional missions
(e.g., normalcy indicators famperations other than war (OOTW)), the very broad
spectrum of missions that the military may be chligpoon to undertake and the
uncertainties associated with them give rise teedrfor metrics that reflect agility.

5.0 Summary

This unit examines advances in information techgiel® a departure from traditional
focus of command and control systems in warfarbighlights the relevance of Network
Centric Warfare in decision-making processes a$ agthe topologies, and models in
Information Age.

6.0 Tutor Marked Assignment
What do you understand by Network Centric Warf&€\\V)?

7.0 References/ Further Reading
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1.0 Introduction

Future war can be envisioned as consisting of tiyereeral classes of activities. First,
there is the perfection of traditional combat. Se&tahere is the evolution of what has
been called nontraditional missions, a very mixedg bof activities including
humanitarian assistance, SOLIC (Special Operatiand Low Intensity Conflict)
operations, counter-drug operations, peace opagst@nd counter proliferation. Third,
there is the birth of a form of war unique to théormation Age.

2.0 Obijectives
Students are expected to know
1. the Future Traditional Combat as a means of sggurit
2. Evolution of Nontraditional Missions and its im@icon on Warfare..

3.0 Main body

Information technology will not only change the urat of what we know today as war
and operations other than war (OOTW), but also splhwn a new set of activities that
will become familiar to future generations as ctashg warfare in the 21st century.
Today we might have some difficulty in viewing theet of activities as war or as the
concern or responsibility of militaries. Curreneaphing and budgeting approaches, as
well as research and development activities, findifficult to address these aspects of
the future since they are not extensions of exgstmlitary missions and responsibilities.
However, in each of these three cases, informagohnologies and the adaptations to
the capabilities they provide will shape the bapilce and redefine the possibilities.

Future Traditional Combat
The future conventional battlespace will be neitb@ntiguous nor orderly. Tempo will
be extraordinarily high by today’s standards. Giespected improvements in weapons
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and command and control, if a target can be séeanibe destroyed. It should be noted
that, more than ever, simply being able to destrégrget does not mean that one should
do so. A variety of other considerations will deteére the appropriate action to take.
Some of these considerations will be the posgiidit collateral damage, the link
between the target and the effects desired, andavhdability of non-lethal means.
Survival of targets will depend upon organic defemscapabilities, suppression, and
stealth. Concepts of operation will center arounassing effectsl rather than forces.
Command and control involves dynamic tradeoffs leetw ensuring that Rules of
Engagement (ROE) are followed, prioritizing targetsd minimizing the time required
for shooters to pull the information they need. i®bommanders will have the ability to
exert more direct influence on shaping the batdespthey may wish to not exercise this
option. Network Centric Warfare (NCW) theory argudst, in certain kinds of
situations, it is more effective to opt for a netlgentric or self-synchronizing approach
with the commander focused on influencing the ahitonditions of the engagement
rather than micromanaging it. If the experiencetber organizations holds, staffs (as we
now know them) will be significantly reduced (anécdntralized) as organizational
structures flatten. Many commands will be autonadiiycdisseminated and incorporated
in decision aids. Many decisions will be fully aotated. Virtually all information will be
distributed horizontally. In short, many signifitashanges will need to be made in the
way we think about command and control to resporiti¢ challenges of the Information
Age. With this much change foreseen down the roate must be exercised to ensure
success, even for the set of missions that we Krest

Evolution of Nontraditional Missions

Since the end of the Cold War, America has lookedard not only to reduce overall
spending, but also to undertake a more diversefseties, both at home and around the
globe. The unique capabilities developed by the. Uritary to meet the global
challenge posed by the Soviet Union and maintaiogaiotect their. interests around the
world are seen as national assets that can be gedplueyond their traditional combat
and combat service support roles. Global air- aadli$t are important for disaster relief,
crisis intervention, humanitarian assistance, angpsrt to peace operations. Similarly,
the secure global communications capacity of tl& bhilitary is a crucial asset in a wide
range of situations. The capability of the militdaoysurge from its training bases and to
react rapidly when dangerous situations arise xaeeds the capacities of most civilian
agencies for whom surge capacity is a slow and eusolne process and crisis response
is an alien practice. These unique capabilitiesplmoed with the absence of an urgent,
traditional military threat have, until September, 2001, caused the nation to expect
greater involvement in nontraditional missions suak humanitarian assistance,
maintaining law and order when local and state @ittes cannot, disaster relief, as well
as countering drug smuggling and the proliferatibweapons of mass destruction.

The events of September 11, 2001, have shiftegtiogity from traditional combat to
terrorism and dealing with nations that host angpsut terrorists. As its first priority,
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must focus on the nexus of terror and Weapon ofsMasstruction. Clearly, this is very
different from a focus on traditional combat andl vaquire changes that go well beyond
those that are involved in any adaptations to fitiion Age technologies. The
international environment has also changed in whgs make nontraditional missions
more likely and more diverse. Coalition operatians now the accepted norm rather than
the exception. International organizations, paltédy the United Nations, have become
increasingly assertive and have pressed a visiorglolbal interests in peace and
cooperation. As the only remaining global superpowee United States is expected to
respond whenever international peace and harmanthesatened and the nations of the
world feel action is needed. This has been intéepgréo mean that the U.S. must lead
when the peace is threatened, international crisvescommitted, or human tragedy
looms. Parochial clashes and conflicts undercstghowing internationalism. Freed from
the smothering constraints of communist governmemsional movements in Eastern
Europe and the former U.S.S.R. have proven williagchallenge the peace to seek
independence. Nations in Africa have reassertadititerests, sometimes violently. Asia
is the site of arms races and uncertain relatioesvéen nations. Domestic and
international struggles for the long-term contréltiee Middle East oil wealth and the
worldwide resurgence of fundamentalist Islam addthe dangerous international
situation. Drug traffickers present a frustratimgss-border challenge. Recent attention
has also focused on conflicts arising from envirental issues, particularly disputes over
water rights, ocean areas, and transnational dirtjpm. Irrespective of these minimizing
casualties, among both combat forces and civiliengjidely perceived as an important
and achievable goal. At the same time, the militeryexpected to be effective by
accomplishing missions precisely and quickly.

Warfare in the Information Domain

As the global society enters the Information Agelitany operations are inevitably
impacted and transformed. Satellite communicatieigeso teleconferencing, battlefield
facsimile machines, digital communications systepex;sonal computers, the Global
Positioning System, and dozens of other transfayrools are already commonplace. At
the same time nations military base have infuseldnelogical advances into operations
at an ever-increasing rate, they have gone fromgbtiie driving force in information
technology to being specialty users. By policy ara/ necessity, they have found
themself in a new situation, relying on commeratithe-shelf (COTS) technology in
order to acquire and field cost-effective systerbe widespread proliferation of
Information Age technology, has contributed to gndicant increase in vulnerability.
The implications of warfare in the information azeftyberspace) are enormous. First,
national homelands are no longer sanctuaries byuevirof convention, distance,
geography, or terrain. Physical borders are me#&ssgn cyberspace. Homelands and
citizens can be attacked directly and even anongiyoly foreign powers, criminal
organizations, or non-national actors such as etgnbups, renegade corporations, or
zealots.
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Traditional military weapons cannot be interposetileen the information warfare threat
and society. Even where traditional combat conagiexist (hostile military forces face

one another in a terrain defined battle spacektkirweapons are now only one part of
the arsenal available to the adversaries. Indelttrenic espionage and sabotage,
psychological warfare attacks delivered via masslimedigital deception, and hacker

attacks on the adversaries’ command and contrdesys have been used and will
increasingly be used to neutralize traditional ésrand contribute in their own right to a
concentration of effects at the crucial time anacplin the battle space. Warfare in the
Information Age will require enormously complex pang and coordination, very near

real-time, vastly improved situation awareness, #redability to share this awareness.
Decision support systems will be required to filkerd fuse information very rapidly to

provide common operational pictures (COPs) andoperfsimple plan extensions and

revisions almost automatically.

Self Assessment Exercise
What do you understand by traditional and nontiawi# missions in global information
age security?

4.0 Conclusion

Massive database and information exchange capebiltill be needed to track both

friendly and enemy situations as well as rehearsk farecast battlespace dynamics.
Accordingly, our dependence on information andsystems that produce it, carry it, and
provide access to it will continue to grow. Thisliy of an ever-increasing dependence
on information means that the military must be abtel. Protect its own information

systems; 2. Attack and influence the informatiorstegns of its adversaries; and 3.
Leverage information advantages to gain a competiidvantage in the domain of
national security.

5.0 Summary

This units introduces students to the Future Tiauil Combat as a means of security, it
examines the Evolution of Non-traditional Misssaand its implication on Warfare in an
ever-increasing information age and Domain.

6.0 Tutor Marked Assignment
Explain the reasons why countries are shifting ftcaditional forms of security.
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1.0 Introduction

In a survey of fraud against autoteller machinesyas found that patterns of fraud
depended on who was liable for them. In the USAy dustomer disputed a transaction,
the onus was on the bank to prove that the custarasmistaken or lying; this gave US
banks a motive to protect their systems properlyt B Britain, Norway and the
Netherlands, the burden of proof lay on the custortiee bank was right unless the
customer could prove it wrong. Since this was atmogossible, the banks in these
countries became careless. Eventually, epidemiémofl demolished their complacency.
US banks, meanwhile, suffered much less fraudpatih they actually spent less money
on security than their European counterparts, gpsnt it more effectively. There are
many other examples. Medical payment systems tieapaid for by insurers rather than
by hospitals failure to protect patient privacy wheer this conflicts with the insurer's
wish to collect information about its clients. Daji signature laws transfer the risk of
forged signatures from the bank that relies onstbeature (and that built the system) to
the person alleged to have made the signature. @on@riteria evaluations are not made
by the relying party, as Orange Book evaluationsewkut by a commercial facility paid
by the vendor. In general, where the party whamia position to protect a system is not
the party who would suffer the results of secuiatijure, then problems may be expected.
A different kind of incentive failure surfaced irardy 2000, with distributed denial of
service attacks against a number of high-profile siées.

These exploit a number of subverted machines taclaa large coordinated packet flood
at a target. Since many of them flood the victinthat same time, the traffic is more than
the target can cope with, and because it comes fmamy different sources, it can be
very difficult to stop. Varian (1999), pointed ottat this was also a case of incentive
failure. While individual computer users might bappy to spend $100 on anti-virus
software to protect themselves against attack, #reyunlikely to spend even $1 on
software to prevent their machines being usedtaxiatAmazon or Microsoft. This is an
example of what economists refer to as the "Tragd#dthe Commons'. If a hundred
peasants graze their sheep on the village comrhen,whenever another sheep is added
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its owner gets almost the full benefit-while thdeat ninety-nine suffer only a small
decline in the quality of the grazing. So they &rerotivated to object, but rather to add
another sheep of their own and get as much of theirgg as they can. The result is a
dustbowl; and the solution is regulatory rathemthechnical. A typical tenth- century
Saxon village had community mechanisms to deal ik problem; the world of
computer security still doesn't. Varian's propasdhat the costs of distributed denial-of-
service attacks should fall on the operators of nbevorks from which the flooding
traffic originates; they can then exert pressuréhair users to install suitable defensive
software, or, for that matter, supply it themselasspart of the subscription package.
These observations prompted us to look for othetsvim which economics and computer
security interact.

2.0 Obijectives

Students are expected to understand the diffieuttierein information security from the
perspectives of microeconomics: network exterredjtiasymmetric information, moral
hazard, adverse selection, liability dumping aredtthgedy of the commons.

3.0 Main body

Network Externalities

Economists have devoted much effort to the studyedivorks such as those operated by
phone companies, airlines and credit card compafiee more people use a typical
network, the more valuable it becomes. The moreleeose the phone system - or the
Internet — the more people there are to talk to smthe more useful it is to each user.
This is sometimes referred to Betcalfe's law and is not limited to communication
systems. The more merchants take credit cardantire useful they are to customers,
and so the more customers will buy them; and theernastomers have them, the more
merchants will want to accept them. So while thestvorks can grow very slowly at first

- credit cards took almost two decades to take-ofince positive feed- back gets
established, they can grow very rapidly. The telpbr the telephone, the fax machine
and most recently the Internet have all follower$ timodel. As well as these physical
networks, the same principles apply to virtual rekg, such as the community of users
of a mass-market software architecture. When sofiwavelopers started to believe that
the PC would outsell the Mac, they started develgppheir products for the PC first, and
for the Mac only later (if at all). This effect wasinforced by the fact that the PC was
easier for developers to work with. The growingwoé of software available for the PC
but not the Mac made customers more likely to biBCathan a Mac, and the resulting
positive feedback squeezed the Mac out of most etarkA similar effect made
Microsoft Word the dominant word processor. A goodroduction to network
economics is by Shapiro and Varian (1998). For pnéisent purposes, there are three
particularly important features of information tectogy markets.

» First, the value of a product to a user dependsosnmany other users adopt it.
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* Second, technology often has high fixed costs andrharginal costs. The first copy
of a chip or a software package may cost millidng, subsequent copies may cost
very little to manufacture. This isn't unique tdoinrmation markets; it's also seen in
business sectors such as airlines and hotelsl $n@ sectors, pure price competition
will tend to drive revenues steadily down towarde tmarginal cost of production
(which in the case of information is zero). So hasses need ways of selling on
value rather than on cost.

* Third, there are often large costs to users fromciimg technologies, which leads to
lock-in. Such markets may remain very profitableere where (incompatible)
competitors are very cheap to produce. In fact, @nthe main results of network
economic theory is that the net present value efcilistomer base should equal the
total costs of their switching their business woapetitor.

All three of these effects tend to lead to "winnakes all* market structures with
dominant firms. So it is extremely important to geto markets quickly. Once in, a
vendor will try to appeal to complementary supljexrs with the software vendors whose
bandwagon effect carried Microsoft to victory ovgple. In fact, successful networks
tend to appeal to complementary suppliers even mhane to users: the potential creators
of ‘killer apps’ need to be courted. Once the coss have a substantial investment in
complementary assets, they will be locked in. (Ehamre a number of complexities and
controversies; see for example. But the above siegbldiscussion will take us far
enough for now) These network effects have sigamificconsequences for the security
engineer, and consequences that are often mistodérsr misattributed. Consultants
often explain that the reason a design broke fachvthey were responsible was that the
circumstances were impossible: "the client did@hizva secure system, but just the most
security | could fit on his product in one weekabudget of $10,000'. It is important to
realize that this is not just management stupiditye huge first-mover advantages that
can arise in economic systems with strong positdedlback are the origin of the so-
called ‘Microsoft philosophy’ of "we'll ship it omuesday and get it right by version 3'.
Although sometimes attributed by cynics to a peasanoral failing on the part of Bill
Gates, this is a perfectly rational behaviour imgnanarkets where network economics
apply. Another common complaint is that softwarat{pforms are shipped with little or
no security support, as with Windows 95/98; andnewbere access control mechanisms
are supplied, as with Windows NT, thase easy for application developers to bypass.

In fact, the access controls in Windows NT are rofieelevant, as most applications
either run with administrator privilege (or, equmatly, require dangerously powerful
operating system services to be enabled). Thislde axplained simply from the
viewpoint of network economics: mandatory secuwiyuld subtract value, as it would
make life more difficult for the application devpkrs. Indeed, Anderson (2001),
observes that much of the lack of user-friendlinelsdoth Microsoft software and the
Internet is due to the fact that both Microsoft aheé Internet achieved success by
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appealing to developers. The support costs thatddatt dumps on users - and in fact
even the cost of the time wasted waiting for PC®dot up and shut down - greatly
exceed its turnover. Network owners and builden$ also appeal to the developers of
the next generation of applications by arrangingtie bulk of the support costs to fall on
users rather than developers, even if this makésctefe security administration
impractical. One reason for the current appealulifip key cryptography may be that it
can simplify development - even at the cost of iplp@n unreasonable administrative
burden on users who are neither able nor willingridertake it. The technical way to try
to fix this problem is to make security adminissatmore "user-friendly' or “plug-and-
play'; many attempts in this direction have methwitixed success. The more subtle
approach is to try to construct an authenticatigstesn whose operators benefit from
network effects; this is what Microsoft Passporésloin passing, it is worth mentioning
that (thanks to distributed denial of service &$ache economic aspects of security
failure are starting to get noticed by governmexttecent EU proposal recommends
action by governments in response to market impedies, where market prices do not
accurately reflect the costs and benefits of impr@wnetwork security. However, this is
only the beginning of the story.

Competitive applications and corporate warfare

Network economics has many other effects on sgcangineering. Rather than using a
standard, well analyzed and tested architecturmpenies often go for a proprietary
obscure one - to increase customer lock-in anceas® the investment that competitors
have to make to create compatible products. Whessiple, they will use patented
algorithms (even if these are not much good) agans of imposing licensing conditions
on manufacturers. For example, the DVD Content i8blimg System was used as a
means of insisting that manufacturers of compajeipment signed up to a whole list
of copyright protection measures. This may haveeanmder severe pressure, as it could
prevent the Linux operating system from runningnext-generation PCs; but efforts to
foist non-open standards continue in many appboatifrom SDMI and CPRM to
completely proprietary systems such as games cemsél very common objective is
differentiated pricing. This is usually critical tioms that price a product or service not to
its cost but to its value to the customer. Thifaiwiliar from the world of air travel: you
can spend $200 to fly the Atlantic in coach cl&2)00 in business class or $5000 in
first class. Some commentators are surprised ley dize of this gap; yet a French
economist, Jules Dupuit, had already written in9t84

It is not because of the few thousand francs whiobld have to be spent to
put a roof over the third-class carriage or to ufgter the third-class seats
that some company or other has open carriageswitbden benches . . . What
the company is trying to do is prevent the passasngbo can pay the second-
class fare from travelling third class; it hits thp@or, not because it wants to
hurt them, but to frighten the rich . . . And itagain for the same reason that
the companies, having proved almost cruel to theldtiass passengers and
mean to the second-class ones, become lavish ifingewaith first-class
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customers. Having refused the poor what is necgsslaey give the rich what
is superfluous.

This is also a common business model in the softveard online services sectors. A
basic program or service may be available freepyambetter one for a subscription; and
a Gold' service at a ridiculous price. In manyesaghe program is the same except that
some features are disabled for the budget useryMeyptographic and other technical
protection mechanisms have as their real functi@nrhaintenance of this differential.
Another business strategy is to manipulate switglibsts. Incumbents try to increase the
cost of switching, whether by indirect methods sashcontrolling marketing channels
and building industries of complementary suppli@nisjncreasingly, by direct methods
such as making systems incompatible and hard t@rsevengineer. Meanwhile
competitors try to do the reverse: they look folysvéo reuse the base of complementary
products and services, and to reverse engineerewdraprotection the incumbent builds
in. This extends to the control of complementarymdegs, sometimes using technical
mechanisms. Sometime, security mechanisms have patthuct differentiation and
higher switching costs as goals. An example whiely imecome politicized is "accessory
control'. According to one company that sells antization chips into the automative
market, some printer companies have begun to entbgotographic authentication
protocols in laser printers to ensure that genuimeer cartridges are used. If a
competitor's cartridge is loaded instead, the erintill quietly downgrade from 1200 dpi
to 300 dpi. In mobile phones, much of the profitiade on batteries, and authentication
can be used to spot competitors' products so theye drained more quickly.

Another example comes from Microsoft Passport. Tiki® system whose ostensible
purpose is single sign on: a Passport user ddesvet to think up separate passwords for
each participating web site, with all the attendaas$sle and risk. Instead, sites that use
Passport share a central authentication servebyullicrosoft to which users log on.
They use web redirection to connect their Passmoring visitors to this server;
authentication requests and responses are passleci forth by the user's browser in
encrypted cookies. So far, so good. But the readtfans of Passport are somewhat more
subtle. First, by patching itself into all the weatansactions of participating sites,
Microsoft can collect a huge amount of data abauine shopping habits and enable
participants to swap it. If every site can exchadg& with every other site, then the
value of the network to each participating web gitews with the number of sites, and
there is a strong network externality. So one sustwork may come to dominate, and
Microsoft hopes to own it.

Second, the authentication protocols used betwe=merchant servers and the Passport
server are proprietary variants of Kerberos, so web server must use Microsoft
software rather than Apache or Netscape (this ligasedly been "mixed' with the latest
release, but participating sites still cannot Ussirtown authentication server, and so
remain in various ways at Microsoft's mercy). Sadpart isn't so much a security
product, as a ploy for control of both the web semand purchasing information markets.
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It comes bundled with services such as Hotmaiglisady used by 40 million people,
and does 400 authentications per second on avelsgé&nown flaws include that
Microsoft keeps all the users' credit card detaiteating a huge target; various possible
middleperson attacks; and that you can be impetsdnay someone who steals your
cookie file. (Passport has a “logout' facility thadupposed to delete the cookies for a
particular merchant, so you can use a shared PR lass risk, but this feature didn't
work properly for Netscape users when it was fikgployed.) The constant struggles to
entrench or undermine monopolies and to segmentantiol markets determine many
of the environmental conditions that make the sgcuwengineer's work harder. They
make it likely that, over time, government inteeiece in information security standards
will be motivated by broader competition issues,wadl as by narrow issues of the
effectiveness of infosec product markets (and lafereement access to data). So much
for commercial information security. But what abotite government sector? As
information attack and defence become ever moreoitapt tools of national policy,
what broader effects might they have?

Information Warfare - Offense and Defence

One of the most important aspects of a new teclgyofiackage is whether it favours
offence or defence in warfare. The balance hasatedl swung back and forth, with the
machine gun giving an advantage to the defenceand\War 1, and the tank handing it
back to the offense by World War 2. The difficudtief developing secure systems using
a penetrate-and-patch methodology have been knowhetsecurity community since at
least the Anderson report in the early 1970s; hewnev new insight on this can be gained
by using an essentially economic argument thatlesals to deal with vulnerabilities in
a guantitative way. So information warfare lookthea like air warfare looked in the
1920s and 1930s. Attack is simply easier than a@efebefending a modern information
system could also be likened to defending a latigim)y-populated territory like the
nineteenth century Wild West: the men in black ltats strike anywhere, while the men
in white hats have to defend everywhere. Anothaside relevant analogy is the use of
piracy on the high seas as an instrument of stateypby many European powers in the
sixteenth and seventeenth centuries. Until thetgrewers agreed to deny pirates safe
haven, piracy was just too easy. Finally - and dpipears to be less widely realized - the
balance in favour of attack rather than defencetils more pronounced in smaller
countries. They have proportionally fewer citizansdefend, and more foreigners to
attack. In other words, the increasing politiciaatiof information attack and defence
may even be a destabilizing factor in internaticafédirs.

Self Assessment Exercise
What do you understand by the concept Network Baidres?

4.0 Conclusion
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Much has been written on the failure of informats®curity mechanisms to protect end
users from privacy violations and fraud. This mss$ige point. The real driving forces
behind security system design usually have nottordp with such altruistic goals. They
are much more likely to be the desire to grab aaopoly, to charge different prices to
different users for essentially the same serviod, ta dump risk. Often this is perfectly
rational. In an ideal world, the removal of pereersconomic incentives to create
insecure systems would de- politicize most iss@esurity engineering would then be a
matter of rational risk management rather than disknping. But as information security
is about power and money -about raising barrierérade, segmenting markets and
differentiating products - the evaluator should restrict herself to technical tools like
cryptanalysis and information flow, but also apponomic tools such as the analysis of
asymmetric information and moral hazard. As fastoms perverse incentive can be
removed by regulators, businesses (and governmardslkely to create two more. In
other words, the management of information secisigymuch deeper and more political
problem than is usually realized; solutions arelliko be subtle and partial, while many
simplistic technical approaches are bound to félle time has come for engineers,
economists, lawyers and policymakers to try todéorgmmon approaches.

5.0 Summary

This unit highlights as well as discusses somehef major difficulties in information
security, such as Network Externalities, Compeditpplications and corporate warfare,
and Information Warfare. Emphasis was placed onvhidgt economics and its effects on
information security usage and cost.

6.0 Tutor Marked Assignment
Succinctly discuss some of the difficulties in Inf@ation Security
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1.0 Introduction

2.0 Objectives

The main aim of this unit is to provide studentsowwill eventually be saddled with
decision making responsibilities with a set of regments to be considered when
implementing a cost-effective and optimal inforroatsecurity budget; in a manner that
preserve organisations’ information security pastamd compliance status.

3.0 Main body

Information security is a continuously changingcigine that requires continuous
adaptation to new and ever-changing informatioruscthreats, countermeasures and
the global business landscape. The global busiaesiscape is on the verge of facing a
recession following the ongoing global economiartall. This came as a result of the
collapse of the United States of America’s sub-primortgage market. Organisations
must quickly adapt to the prevailing economic clieny becoming more vigilant in their
spending in general and more so on overheads sutticmmation security expenditure.
Alas, despite the lingering global economic turmaild encouraging developments in
information security, a survey conducted by Symamte2008 revealed that the global
underground economy is booming at millions of dall®m advertised goods and services.
While the whole world is in the worst economic @jsthe underground economy
continues to flourish. Despite all the years ofcdhavork on information security
technology improvements, harsh compliance regulgpenalties and more coordinated
law enforcements, information security breachesstteubiquitous and have seriously
damaging consequences Clearly, something is nddimgpeffectively in the information
security arena. Are the organisations putting iougih effort to protect their information
assets or are they not taking any precautiongds ilittle or just enough or more? How
much is really enough? The field of economics dbrimation security has become an
important field of study. For the past decade,asd®rs have identified several topics of
interest but this unit focuses only on the econsmicinformation security investment.
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The Economics of Information Security Investment

This unit focuses on the topic ‘information seguiitvestment’ which is viewed from
two opposing perspectives: either from the systefierttler's or the attacker’'s point of
view. Investing in information security is a tradH: organisations can either choose to
invest in security or not to invest. There are bdittect and indirect benefits and costs
involved. Directly, investing in information sectyrreduces the risk exposure — though at
an opportunity cost of other profitable investmeybt investing in information security
guarantees more money — but at an opportunity @bsbt having secure information
assets. Indirectly investing in information seguagan help those who have not invested
to “a free ride”. Those who do invest could easibcome victims of threats that come
from those who fail to invest (what economists @atternality). Information security
practitioners have to consider the trade-offs aeldted issues when they scrutinise and
make information security investment decisionsve@ithe current threat landscape, the
consequences of not investing in information séguwan prove to be more costly than
the consequences of investing. Chapman (2009) igighthat organisations are losing
billions of dollars because of information securiiseaches. The amount of time and
effort that is involved in recovering from an infioation security breach, besides
compliance fines and penalties to be paid is alsawse of concern. Over the years,
organisations have therefore been left with nooophiut to invest in information security.

An Optimal Allocation of Funds to Information Security

Organisations need adequate information security iegasonable cost. For information
security to make business sense; organisations stk the right balance between the
likelihood of risk and the cost to reduce such (Sk, 2006). This has proven not an easy
task to do. Goetz and Johnson (2006) point out #hamajority of executives view
information security as a “bottomless pit that megets full” and some see it as
“necessary evil that hinders productivity” Thisnsinly due to the failure of information
security managers to quantify their expenditure @nadlikelihood of the risk, faced by
the information assets materialising. This failbes led executives to ask “how much is
really enough for information security?” In answeyithe fore-going question and
contrary to the views of “a bottomless informatisecurity pit that never gets full”;
researchers argue that there is actually an oppmat for information security spending
which several researchers have tried to deternting.not advisable to invest below or
beyond this point. Huang et al. (2006) use an ewdnianodel to determine optimal
information security spending for organisations emthultiple attacks. Modelling with
variables such as system vulnerability, potentiabs] budget and investment
effectiveness, they demonstrate how to optimallyocakte information security
investments. Wang and Song (2008) propose modellity information security
requirements, opportunity costs of the risks andgeti constraints. They use a multi-
objective decision-making framework to determine thptimal information security
investment. Unfortunately, the modelling approacdesussed in both Huang et al.
(2006) and Wang and Song (2008) do not providefiaitiefigure or the exact point of

199



optimality for an information security investme&rinidhi et al. (2008) also present a
model to assist information security managers tovagly allocate financial resources to
information security so as to guarantee produgtiaitd the safety of information assets.
In 2002, Gordon and Loeb proposed an economic m@@&L model hereafter) to
determine the optimal allocation of funds amongfedént assets with different
vulnerabilities to information security. Unlike teork of Huang et al. (2006) and Wang
and Song (2008), their findings show that the ogtinmvestment for protecting an
information asset must at least be less than caldqu37% of the total loss expected of
the information asset. Willemson (2006) reviewed asfuted the G&L model's claim.
Relaxing this model's assumptions, Willemson predida function that suggests an
investment of up to 50% and even up to 100% ofetigected loss of an information
asset. Tanaka, Matsuura and Sudoh (2005) subségquemtducted an extensive
empirical study using the G&L model. Their work @stigates the relationship between
information sharing and vulnerability levels andwha influences the decisions on
information security investments. Liu et al. (20@f3o conducted an empirical study on
the G&L model to verify the relationship betwee @ffects of an information security
investment and the vulnerability level. Matsuur®(Q@) remarks that the G&L model
derives its economic benefit from threat reductitmit concludes that this is not
sufficient. Therefore Matsuura extended the G&L elotb include a measure of
productivity. Huang et al. (2008) have since exezhthe G&L model to include a risk-
averse decision maker instead of a risk-neutralkast maker and adopted the expected
utility theory. They have modelled the relationsbigtween potential loss, the extent of
risk aversion and the effectiveness of an inforaraiecurity investment. The majority of
the work done seems to concentrate on how muchuest in information security.
However, several important shortcomings still exist

Recommendations drawn from the reviewed literature

The problem with the current body of knowledge Isttit does not provide or
recommend a set of requirements that decision makawve to consider when they
develop their budgeting models. Requirements caasa bridge in attempting to solve
the problem of optimal resource allocation for mmh@tion security. Furthermore,
decision makers need to provide evidence of theesscof their information security
spending. Due to the difficulty in establishing thenetary value of information security
benefits, requirements can also be used to adheasneasure of success or failure of
models for the allocation of resources. Requiremefititation is therefore an acceptable
departure point in the attempt to find solutionghie optimal and effective allocation of
funds for information security.

3 Requirements
The need for efficient and effective budgeting apeénding on information security is
driven by a number of different high-level requirms, ranging from technological to
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strategic issues. The elicitation of requiremermts greparing an information security
budget as proposed in this unit is structured bews:

3.1 Requirements gleaned from existing approaches
3.2 Additional requirements

3.1 Requirements gleaned from existing approaches

The following list of requirements were identifiédm literature as referenced in this
unit:

 Information security should be viewed as a mdiseiplinary field and therefore the
budget should reflect implementation issues actlossspectrum of people, process and
technology.

» The budget should reflect implementation issueshe defence as well as attack side,
i.e. proactive versus reactive.

e Careful consideration should be given to strikiagbalance between following a
“standard-of-due-care” approach and following aprapch based on risk assessment.

* An information security budget should address entran merely regulatory and

standards compliance. An information security badguld be based on assumptions
clearly communicated to senior management, witltiipeeference to the % coverage

of vulnerability exposure as well as the % accdptabk levels.

3.2 Additional Requirements
The authors of the material in hand have identiffeglfollowing additional requirements
to be considered when preparing a budget for indbion security:

» Taking cognisance of the three organisational &vel

* Compiling and using a well-defined Information SeiyuArchitecture

» Other non-functional requirements

3.2.1 Taking cognisance of the three organisation&dvels

Cognisance has to be taken of the three well-kn@nganisational levels, namely
strategic, tactical and operational. These levels ® be used as framework for
organising the proposed requirements:

a. Strategic Level

On the strategic level, the budget for informatsecurity should be aligned with the
vision and mission statement of the organisatibme, iusiness goals, legal obligations,
overall risk appetite and policy statements. Anynmospent should be in direct support
of realistic and reachable business goals andife®iof the organisation. The business
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goals are derived from the vision, mission and eslthat are translated into the critical
success factors of the organisation. This ensirasinformation security programmes
are tightly coupled to the overall business stmategegal obligations are stipulated in
national and international regulatory requiremeatd laws. Organisations are forced to
adhere to these or face prosecution if they do Industry related laws and regulations
must also be taken into account. Policy documerdy aiso confirm the intent of an
organisation, for example to protect the privacytrofd parties. A policy describes the
specific steps that an organisation will take axpeets its employees to adhere to these
in order to reach the organisation’s business goals

b. Tactical Level

The tactical level includes risk analysis for tentification of threats; standards and any
compliance requirements. Thus it plays an importatg in identifying threats to the
security of information assets. It plays a guidialg in deciding ‘how much’ to spend on
‘what’. Butler (2003) identifies a number of shameings of risk analysis, such as that
exact investment decisions have to be made basetgumsstimated’ information.
Compliance with international standards also infes the spending on information
security. Many countries have equivalent standardsational level that reflect ISO/IEC
27002, such as the British Standard BS ISO/IEC 2Z21D5 and the AS/NZS ISO/IEC
17799:2006 standard in New Zealand and Australia.

c. Operational Level

On the operational level, both operational and rietdgical requirements need to be
considered. Operational requirements include aspath as affordability of manpower,
resources, optimal protection levels and feasybilkurthermore, the operational level
includes administrative requirements referring tadong the user’'s actions to meet
business goals and objectives as specified on thetegic level. Technological
requirements include both ICT infrastructure comguae such as controls on the
hardware and software levels. When selecting cttidentification of an optimal mix
of controls is of vital importance.

Compiling and using a well-defined Information Secuty Architecture

Eloff and Eloff (2005) proposed a number of requeats for the establishment of an
information security architecture. These requiretsienoriginally defined for developing

information security architecture — can also benglated into requirements for
information security budgets. The requirements estélhat information security

architecture should:

I.  be holistic and encompassingThe budget for information security should indeed
be holistic and refer to the full spectrum of cotdrto be implemented. The
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requirement of holism involves the inclusion of a#ipects when budgeting for
security. the budget should not focus on isolasgzkets but on all aspects.

. make suggestions on how different controls can beyrschronised and
integrated to achieve maximum effect Very few organisations today spend
enough time on the synchronisation and integratbrcontrols, resulting in a
potential over expenditure and duplication of colstr The synchronisation and
integration of controls in most cases are orgaiosapecific.

lll.  include a comprehensive approach to information serity risk management:
The relationship between a comprehensive approasfartls risk management
and the information security budget is self exptana as the budget for
information security should very clearly indicatewh much risk mitigation is
planned for, as well as the acceptable risk thabtiganisation will endure.

IV. be measurable to demonstrate adherence to the regements as set out
Research has shown that it is somehow difficuédablish the monetary value of
information security controls and of the benefisided. Despite these difficulties,
the results should be expressed in monetary terms.

Other non-functional requirements

Non-functional requirements are viewed as thosd thgose constraints on the
compilation of the budget for information securilamini et al. (2009), suggest the
following high-level non-functional requirements:

* Flexibility : This requirement recognises the fact that orgsioiss are different and that
they exist in different sectors. One prescribedutsmh regarding information security
controls will not satisfy the requirements of aijanisations.

» Cost effectiveness:Organisations must be able to identify and implemirose
controls that will protect their information resoas in the most cost effective way.
Implementing all the controls may be a matter ofeiill”, thus just “enough” should be
implemented. Lastly, the existing and current infation security budget must not be
ignored as a valuable input into future budgetrdiedins. The existing budget will also
shape where recurring costs must be budgeted fgr,lieensing fees on information
security tools, hardware upgrades on informati@usty technology.

Self Assessment Exercise
What are the requirements for the establishmeahahformation security architecture?

4.0 Conclusion
The entire business landscape finds itself on drgevof a recession because of ongoing
global economic turmoil. Thus, there is a heightemeed to minimise and mitigate
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business risk and scrutinise information spendingilevensuring compliance with
regulatory mandates. This calls for decision makernsecome vigilant in their spending
and move towards an optimised information secumigstment.

5.0 Summary

This unit highlights the need for efficient and esffive budgeting and spending on
information security. It emphasizes a number offedént high-level requirements,
ranging from technological to strategic issues. Ti$ts of requirements were identified
such as the need for Information security to bevek as a multi-disciplinary discipline
with proactive and reactive measures bearing indntime budget implication, with
specific reference to the coverage of vulnerabéitposure as well as the acceptable risk
levels.

6.0 Tutor Marked Assignment
Discuss the relevance of information economics faslé of security
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