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1.0 Introduction

In our life we have to remember so much of datad Ais easier for us to
remember all information for a few individuals biuis too difficult for us

to memorise all these information for a large nunddendividuals. There
Is simply too much data to be managed in the mamakin order to store all

the new information, humanity invented the techgglof writing.

Then, in aCompetitive and global economy - data resources are essential
for survival, Information required for competitive initiative&ccuracy &
timeliness very importanManagers must understand the competitive
advantages available through innovative use dat#hi§ end,Databases
should be understood within the larger context of Information Resources
Management. The concept that information is a major corporasource

and must be managed using the same basic principéesto manage other

assets (e.g. employees, materials, equipment,dialar@sources).

2.0 Objectives
At the end of this unit, you should be able to:

 explain the concept of database
¢ appreciate the features of database managemeats{SBMS)
+» State the major advantages of database approach

s Draw the major components of database environment



3.0 Definitions and Functions

Data are known facts that can be recorded, and havelicit meaning.
(e.g., names, telephone numbers, addresses, ate)ai® raw facts

concerning things such as people, objects, or svent

Information on the other hand is data that have been processkd
presented in a form suitable for human interpretatoften with the

purpose of revealing trends or patterns.

What is a Database?

A database is a collection of related informatiorigilan a structured way.

It is simply a bunch of information (data) storedacomputer. This could
be a list of all your clients, a list of the protsigou sell, the results of a
chess tournament or everyone in your family trée ost common type
of database is a relational database. Relatiortabdaes consist of tables of
data with clearly defined columns. Database coldd be a piece of
software used to store data. This is because tihe fdlatabase” can refer to

both the software and the actual data.

What is a DBMS and what are its functions?

A DBMS (Database Management Systampest described as a collection
of programs that manage the database structurthahdontrol shared
access to the data in the database. It is a s&tpaokage to facilitate the
creation and maintenance of a computerized databasent DBMSs also
store the relationships between the database cangmrhey also take care

of defining the required access paths to those coemis.



The functions of a current generatibBMS may be summarized as follow:
1. Stores the definitions of data and their refslops (metadata) in a data
dictionary; any changes made are automaticatigrded in the data
dictionary.

Creates the complex structures required for statage.

Transforms entered data tcmémrm to the data structures in item 2.
Creates a security system and enforces seeuittiin that system.
Creates complex structures that allow multigerwaccess to the data.

Performs backup and data recovery proceduresdore data safety.

N o O A~ Wb

Promotes and enforces integrity rules to elin@mkata integrity
problems.

8. Provides access to the data via utility prograntgfrom programming
languages interfaces.

9. Provides end-user access to data within a canpetwork environment.

3.1 Characteristics of the Database Approach
There are two approaches to database systhinh include:

+» The Traditional file Processing (File basedapproach: Under this
approach, each user defines and implements tlserfdeded for a
specific application. The approach is characterlaededundancy
(duplication) in defining and storing data, inca@tencies or various
versions of data, and wastage of storage space.

¢ Thedatabaseapproach: This approach emphasizes the integratidn
sharing of data across the organization. It isattarized by a single

repository of data (i.e. data located at a sinijé.s



Characteristics of database approach:

+» Self-Describing nature of a database system: campgkfinition or
description of the database structure (structue=saoh file, type &
storage format of each data item), and constramidata are stored in
the system catalogue and the information stord¢lddrcatalogue is
calledmeta-data.

¢ Insulation between Programs and Data (structutak i5 called
program-data independence or program-operatiorpgrtience; the
characteristics that allow changing data storagetsires without
having to change the DBMS access programs.

+ Data Abstraction: A situation in whiakata modelis used to hide
storage details and present the users with a ctuadepew of the
database.

+» Multiple views of the data: Each user may see feifit view of the
database, which describes only the data of intévdbiat user.

+» Sharing of data and multiuser transaction procgssoncurrency

control (on-line transaction processing (OLTP)) lagaion.

3.2 Actors on the Scene

These include Persons whose job involves dailyofiselarge database,

such persons as



s Database Administrator (DBA): This includes person’s administer-
ing database, DBMS and related software. Thateisgns responsible
for managing the database system, authorizing accesrdinating
and monitoring uses, acquiring resources (datadnaddOBMS).

+ Database designersThese are persons responsible for designing the
database, identifying the data to be stored, chgasie appropriate
structures to represent and store this data, dachicting with users

“ End Users: The persons that use the database for queryingtingd
generating reports, etc.

Casual end usersOccasional users.(middle- or high-level
managers)

Parametric (or naive) end usersThey use pre-programmed
canned transactiont® interact continuously with the database. For
example, bank tellers or reservation clerk.

Sophisticated end userstUse full DBMS capabilities for
Implementing complex applications.

Stand-alone usergpersonal databases).

% System Analysts and Application ProgrammergSoftware
engineers):These are people thaetermine requirements of end users

(specification), implement, test, debug and documen

Workers behind the scene



“» DBMS system designers and implementer§hese are people who
design and implement the DBMS modules and intesfasea software
package.

% Tool developers: Persons whdevelops software packages and tools
that facilitate database system design and useh@pdmprove
performance. Tools include design tools, performeaools, special
interfaces, etc.

* Operators and maintenance personnefVork on running and
maintaining the hardware and software environmentife database

system.

3.3 Advantages of Using a DBMS

+¢* Controlling redundancy in data storage and in dgwekent and
maintenance efforts, thereby eliminating duplicatd efforts, space

wastage and inconsistence.

*¢* Restricting unauthorized access (security andoaizéition) .

“ Providing persistent storage for program objents @ata
structures: Object-oriented database. OODB arepatibie with
C++, Java.

% Permitting inference and actions using rules.

“ Providing multiple user interfaces, backup and vecy.

% Representing complex relationships among data.

“ Enforcing integrity constraints.



% Saving time and aiding communication: The datalmsemore
efficient solution than paper files held in a fitdder. Then, larger
companies can benefit from databases when infoomatust be
spread to various users.

+ Databases Are Inexpensive Managers: Smaller bisgaege always
looking for ways to cut costs without cutting gtpaliA database can
be a hefty investment initially, but, over the laegm, it will save
money by improving the efficiency of all employesspressing
customers who will not need to repeat their infaroraand saving on

paper costs.

3.4 Implications of the Database Approach

The followings are the implications of using datsdapproach in an

organisation:

*» Potential for Enforcing Standards.

¢ Reduced Application Development Time.
s Flexibility.

s Availability of Up-to-date Information.

+» Economies of Scale.



3.5 When Not to Use DBMS Main Costs of
Using a DBMS

** When there is high initial investment in hardwaeftware, training
and possible need for additional hardware.

** When there is high overhead for providing generadiecurity,
recovery, integrity, and concurrency control.

*» Generality that a DBMS provides for defining andgassing data.

When a DBMS may be unnecessary

> If the database and applications are simple, vefihdd, and not
expected to change. If there are stringent rea-t@aguirements that

may not be met because of DBMS overhead.

> If access to data by multiple users is not regulire

When no DBMS may suffice:

> If the database system is not able to handle thgpExity of data
because of modeling limitations.

> If the database users need special operationsippbged by the
DBMS.

4.0 Conclusion

A database is a collection of related informatiorigilan a structured way.
While database management is a collection of progithat manage the
database structure and that control shared aczéiss tlata in the database,

with different characteristics and users, as weihaplications.



5.0 Summary

In this unit we have learnt that:;

¢ A database is a collection of related informatiorigflan a structured
way.

s Database management is a collection of programsmthaage the
database structure and that control shared aczéiss tlata in the
database.

* There are two approaches to data management Vificneahit
characteristics and users.

* The advantages include controlling redundamegtricting
unauthorized access, saving time etc, with fle&kihieconomies of
scale, and potential for enforcing standards, angesof the

implications of database approach.

6.0 Tutor Marked Assignment

1. (a) Differentiate between the following:

(i) Data and information (ii) Databaselalatabase management.
(b) What are the functions of database mamamt?

2 . (a) What are the characteristics of databppeoach?



(b) Mention the advantages of using databzseagement.

7.0 Further Reading and Other Resources

Relational Database Data www.OLDI.com Automatic RD&a

Logging Enterprise Transaction Modules

ACL Data AnalysisData analysis made easier with AGtorld leading
Auto Database RecoveryReal-time database recovatyles 24-7

availability to essential data.

Databases in the cloud: a work in progress; Octab8ég; ISBN 978-1-
60558-765-3.

Advantages of Relational Databases
Database Administrator Job Description

Introduction To Relational Data Model

Database Design As little or as many leads as ged.nCheck this
out! ChainStoreGuide.com/Data

Database Management WinSQL - A Homogeneous Soldion
Heterogeneous Environment. www.synametrics.com

The Advantages of Using a Database by: Jacquehoen@s

Data Masking Softwarewww.orpheus-it.com Anonymipeérysensitive
data Protect personal and company data

Database/SQL Toolwww.dbvis.com For DB2, SQL Serizemnby, Mimer
Informix, Oraclé and more



Sample Database?www.ioglobal.net Hosted essayntitagement: Safe,
Efficient QA, Global 24/7 access.

Database Mgmt & Design Hansen & Hansen

MS-Access, MS FoxPro etc. manuals, books

MIS Demo Databases (Access, Lotus Notes, Paradox)

A Database Wizard for accessing ODBC-compliantlukegas from Web

applications (database-enabled Web applications).
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7.0 Further Reading and Other Resources
1.0 Introduction

The purpose of this Unit is to introduce studeatthe database approach
to information systems development, and to the mapd concepts and
principles of this approach. This is highly imperatbecause, it should
convey a sense of the central importance of da¢slagoday’s
information systems environment. The idea of gyapnizational database
Is intuitively appealing to most students.

However, many students have little or no backgroameixperience of
databases. Others have had some experiences R@database (such as
Microsoft Access), and consequently have a limgespective concerning
an organizational approach to databases. Therigfdings Unit, the basic

concepts and definitions of databases are intraluce

2.0 Obijective

At the end of this unit, you should be able to:
s Explain what data and database model are all about
* Mention different types of data model
* Vividly explain data and schema architecture

¢ Describe the data independence



* Explain database environment and its components etc

3.0 Data Models and Their Categories

Data Model

This is a set of concepts used to describe thetstes of a database, and
the operations for manipulating these structuresyell as certain
constraints that the database should obey. Implgia diagram that
describes the most important “things” in businegsgrenment from a data-
centric point of view. For example, &mtity Relationship Diagram

(ERD) below describes the relationship betweerdtia stored about
products, and the data stored about the organimatiat supply the

products.

Product ID>
CUnit Price Product Entity

Qty on hand
/ Cardinal
Attrlbutes Supplied
by

Relatlonshlp Suppller Addre




FIGURE 1: An ERD showing a relationship betweemroducts and suppliers.

Data Model Structure and Constraints:

Constructs are used to define the database steu€onstructs typically
include elements (and their data types) as wairasps of elements (e.qg.
entity, record, table), and relationships amondiggroups. Constraints

specify some restrictions on valid data; these ttaimés must be enforced

at all times

Data Model Operations:

These operations are used for specifying dataletisevals and updates by
referring to the constructs of the data model. @pens on the data model
may include basic model operations (e.g. geneserindelete, and update)

and user-defined operations (e.g. compute_studpaf update inventory).

Database Model

This is a theory or specification describing hodasabase is structured and
used. A database model is a collection of logiocalstructs used to
represent the database's data structure as wak asta relationship(s)
found within that structure. Several such modelgeHzeen suggested which
include:

Flat model: This may not strictly qualify as a data model. Tlag (or
table) model consists of a single, two-dimensi@nedy of data

elements, where all members of a given column ssaraed to be



similar values, and all members of a row are asgdumée related to

one another.

Figure 2 Flat model

Hierarchical model: In this model data is organized into a tree-like
structure, implying a single upward link in eachael to describe the

nesting, and a sort field to keep the recordsparéicular order in

each same-level list.

Hierarchical Model
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Figure 3 Hierarchical model

Network model: This model organizes data using two fundamental
constructs, called records and sets. Records coiméds, and sets

define one-to-many relationships between recoms:avner, many

members.



Figure 4 Network model

Relational model: This is a database model based on first-order
predicate logic. Its core idea is to describe aloade as a collection of
predicates over a finite set of predicate varighdescribing

constraints on the possible values and combinatbralues.

* - 1
i 1 *
W
N
Figure 5 Relational model

Object-relational model: This is similar to a relational database
model, but objects, classes and inheritance aeettirsupported in

database schemas and in the query language.




Figure 6 Concept-oriented model

Star schema This is the simplest style of data warehouse mehe
The star schema consists of a few "fact tablessgjdy only one,
justifying the name) referencing any number of "@imsion tables".
The star schema is considered an important speasal of the

snowflake schema.




Figure 7 Star schema

Categories of Data Models:

Conceptual (high-level, semantic) data model$rovide concepts that are
close to the way many users perceive data (al$edcahtity-based or
object-based data models).

Physical (low-level, internal) data modelsProvide concepts that describe
details of how data is stored in the computer. €raee usually specified in
an ad-hoc manner through DBMS design and admitistrananuals.
Implementation (representational) data modelsProvide concepts that

fall between the conceptual and physical modeksd oy many commercial



DBMS implementations (e.g. relational data modsksduin many

commercial systems).

3.1 History of Data Models

One of the earliest pioneering works in modellinfprmation systems was
done by Young and Kent (1958), who argued for ‘&cize and abstract
way of specifying the informational and time chaesistics of a data
processing problem". They wanted to create "a motdhat should enable
the analyst to organize the problem around anyepiéthardware". Their
work was a first effort to create an abstract dp=tion and invariant basis
for designing different alternative implementatiarssng different hardware
components.

The next step in IS modelling was taken by CODASAIL I T industry
consortium formed in 1959, who essentially aimethatsame thing as
Young and Kent: the development of "a proper stmectfor machine
independent problem definition language, at théesydevel of data
processing". This led to the development of a $al@ information
algebra.

In the 1960s data modelling gained more signifieanith the initiation of
the management information system (MIS) conceptofding to Leondes
(2002), "during that time, the information systeroypded the data and
information for management purposes. The first getien database

system, called Integrated Data Store (IDS), wagyded by Charles



Bachman at General Electric. Two famous databaskelsothe network
data model and the hierarchical data model, wespqaed during this
period of time". Towards the end of the 1960s EdgaZodd worked out
his theories of data arrangement, and proposecttagonal model for

database management based on first-order prediocpte

In the 1970s entity relationship modelling emerged new type of
conceptual data modelling, originally proposed %78 by Peter Chen.
Entity relationship models were being used in thst Stage of information
system design during the requirements analysigs$coribe information
needs or the type of information that is to beexddlan a database. This
technique can describe any ontology, i.e., an ogerand classification of

concepts and their relationships, for a certaia afanterest.

Also in the 1970s G.M. Nijssen developed "Naturahgiuage Information
Analysis Method" (NIAM) method, and developed timghe 1980s in
cooperation with Terry Halpin into Object-Role Mdldey (ORM). Further
in the 1980s according to Jan L. Harrington (20008 development of the
object-oriented paradigm brought about a fundanhehi@nge in the way
we look at data and the procedures that operatiatan Traditionally, data
and procedures have been stored separately: thedditheir relationship
in a database, the procedures in an applicatiograne. Object orientation,

however, combined an entity's procedure with ita'tda

3.2 Schemas, Instances, and States

Schemas versus Instances:



Database Schemaepresents thdescription of a database, which includes
descriptions of the database structure, data tygmesthe constraints on the
databaseSchema Diagramon the other hand, is @fustrative display of
(most aspects of) a database schema, #tleema Constructis a
componentof the schema or an object within the schema, 8TOJUDENT,
COURSE.

Database Statas the actual data stored in a database at aplarti
moment in time. This includes the collection oftak data in the database.
It is also called database instance (or occurrensa@apshot). The term
instanceis also applied to individual database componengs,record

instance, table instance, entity instance.

Database Schema versus Database State

Database Stataefers to the content of a database at a momeima@)
which includes:
 Initial Database State:This refers to the database state when it is
initially loaded into the system.
+ Valid State: A state that satisfies the structure and congsaihthe
database.
The distinction to be made here is tlt#tabase schemahanges very
infrequently, whereadatabase statechanges every time the database is
updated. Then thechemais also called intension, agateis called

extension.



Example of a Database Schema:

STUDENT

Name | Student number | Class | Major

COURSE

Course_name | Course_number | Credit_hours

Department

PREREQUISITE

Course_number

Prerequisite_number

SECTION

Section_identifier

Course_number | Semester

Year | Instructor

GRADE_REPORT

Student_number Section_identifier| Grade |

Figure 8

Database Schema

Example of a database state




COURSE

Course_name Course_number | Credil_hours | Department
Intro to Computer Science C81310 d s
Data Structures CH53320 4 cs
Dizcrete Mathematcs MATH2410 3 MATH
Database C33380 3 c5
SECTION
Section_identifier | Course_number | Semester Year Instructor
85 MATHZ410 Fall 04 King
92 CS1310 Fall 04 Anderson
102 CS3320 Spring 05 Knuth
112 MATH2410 Fall 05 Chang
118 Cs1310 Fall 05 Anderson
135 53380 Fall ] Stone

GRADE REPORT

Student_number Section_identifier Grade
17 112 B
17 119 -
B B85 A
=] a2 Y
8 102 =
a8 135 A
PREREQUISITE
Course nurmbear Prereguisile numbaer
CS3380 CS3320
C53380 MATHZ2410
CS3320 CS1310

Table 1: Database State

3.3 Data and The Three-Schema Architecture

Data architecture is the design of data for use in defining the easiate
and the subsequent planning needed to hit thettst@e. It is usually one

of several architecture domains that form the it an enterprise



architecture. It describes the data structures bgedbusiness and its
applications. These are descriptions of data irag®and data in motion;
descriptions of data stores, data groups and thatesj and mappings of
those data artefacts to data qualities, applicatimtations etc.

And essential to realizing the target state, Dathitecture describes how
data is processed, stored, and utilized in a gdystem. It provides criteria
for data processing operations that make it passtbtlesign data flows and

also control the flow of data in the system.

Three-Schema Architecturedefines DBMS schemas at three levels
which include:

*» Internal schema: This describes the physical storage structures and
access paths (e.g indexes) of database, at theahtevel of DBMS
design. And it typically uses a physical data model

s Conceptual schemaThis describes the structure and constraints for
the whole database, for a community of users,eattimceptual level.
This uses a Conceptual or an Implementataia model.

% External schemas This at the external level describes the various
user views. And it usually uses the same data maxld#ie conceptual
schema.

Three-Schema Architectureis proposed to support DBMS characteristics
of Program-data independence, and multiple viewtk@tata. Although it
not explicitly used in commercial DBMS productshas been useful in

explaining database system organization.



% End Users fi

External Level Extgrnal i 5 Extgrnal
View View
External/Conceptual
Mapping
Conceptual Level Conceptual Schema
Conceptual/Internal
Mapping
Y
Internal Level Internal Schema

08Ee

Stored Database

Figure 9: The Three-schema Architecture

Mappings among schema levels are also needed to transémuests and
data.Programsrefer to an external schema, and are mapped HyBhS
to the internal schema for execution. And dataaexéd from the internal
DBMS level is reformatted to match the user’'s exaérview (e.g. format-

ing the results of an SQL query for display in ab/page).

3.4 Data Independence

Data independencas the type of data transparency that mattera for
centralized DBMS. It refers to the immunity of us@plications to make

changes in the definition and organization of data.



The physical structure of the data is referredsttpdysical data descripti-
on". Physical data independence deals with hicdwegdietails of the storage
structure from user applications. The applicatiooudd not be involved
with these issues since, conceptually; there idiffierence in the operations
carried out against the data. And that, the datapendence and operation
independence together gives the features of dataaahbion.

There are two levels of data independence:

Logical Data IndependenceThis is the capacity to change the conceptual
schema (logicalvithout having to change the external schemas (user
views)and their associated application programs. For pkarthe addition
or removal of new entities, attributes, or relasiomps to the conceptual
schema should be possible without having to chamgting external
schemas or having to renea existing application programs.

Physical Data IndependenceThis is the capacity to change the internal
schema (physicaljithout having to change the conceptual schema
(logical) For example, the internal schema may be chandpesh certain

file structures are reorganized or niemdexes are created to improve
databas@erformance, without having to change the concépiuaxternal
schemas.

And with knowledge about the three-scheme architecthe term data
iIndependence can be explained as follows: Eaclehighiel of the data
architecture is immune to changes of the next |dexszl of the architect-
ure. When a schema at a lower level is change#g,tbalmappings between
this schema and higher level schemas need to loggetlan a DBMS that

fully supports data independence. The higher-lsgkeémas themselves are



unchanged. Hence, the application programs neeldenchanged since

they refer to the external schemas.

3.5 DBMS Languages and Interfaces

DBMS Languages are of two categories which include:

 Data Definition Language (DDL)

% Data Manipulation Language (DML): This can either b
High-Level or Non-procedural Languages:These include the relational
language SQL, which may be used in a standaloneowaay be
embedded in a programming language.

Low Level or Procedural LanguagesThese must be embedded in a

programming language.

Data Definition Language (DDL): This is the languagésed by the
database and database designespéaify the conceptual schema of a
databasdn many DBMSs, the DDL is also used to defineernal and
external schemas (viewsi) some DBMSs, separaséorage definition
language (SDL)andview definition language (VDL)are used to define
internal and externalchemasSDL is typically realized via DBMS

commandgprovided to the DBA and database designers.

Data Manipulation Language (DML): This is the languagesed

to specify database retrievals and upddd®dL commands (data

sublanguage) can lmnbeddedh a general-purpose programming



language (host language), such as COBOL, C, C+Jaw. A library of
functions can also be provided to access the DBidi® & programming
language. Alternatively, stand-alone DML commanais lse applied

directly (called ajuery languagge

Types of DML
For example, the SQL relational languages are “sgénted and specify
what data to retrieve rather than how to retrig¢vdtiis also called

declarative languages.

Low Level or Procedural Language:This is used to retrieve data, one
record-at-a-time; constructs such as looping aeelee to retrieve

multiple records, along with positioning pointers.

DBMS Interfaces

Stand-alone query language interfaces

1 Example: Entering SQL queries at the DBMS
Interactive SQL interface (e.g. SQL*Plus in ORA).Programmer
interfaces for embedding DML in programmingdaages

[ User-friendly interfaces

) Menu-based, forms-based, graphics-based, etc.

DBMS Programming Language Interfaces
Programmer interfaces for embedding DML in a prograng languages:
Embedded Approach e.g. embedded SQL (for C, C€1), &QLJ(for Java)



Procedure Call Approach e.g. JDBC for Java,

ODBC for other programming languages

[

Database Programming Language Approach

e.g. ORACLE has PL/SQL, a programming languagedaseSQL;

language incorporates SQL and its data types agraitcomponents.

User-Friendly DBMS Interfaces

Menu-based, popular for browsing on the web.

Forms-based, designed for naive users.

Graphics-based:(Point and Click, Drag and Drop).etc

Natural language: requests in written English.

Combinations of the above: For example, both mamasforms used

extensively in Web database interfaces.

Other DBMS Interfaces

1 Speech as Input and Output

1 Web Browser as an interface

1 Parametric interfaces, e.g., bank tellers usimgtion keys.

) Interfaces for the DBA: Creating user accountanging authorizations

Setting system parameters Changing schemas orsguatss.

3.6 The Database System Environment

The DBMS is an important component of the datalems&ronment. This

environment also includes different types of handwand software, people



who perform different functions within the enviroanm, procedures
designed to accomplish desired activities, and. ddta data constitute the
database's central component through which infoomas generated. So,
the main purpose of the database environmenthslfman organization to

perform its mission and to achieve its goals.

It is worthy of note that, the database admintstravrites and enforces the
procedures and standards that are then used lgndesi analysts,
programmers, and end users. The end users uspgheasion programs
created by analysts and programmers. In turn, gp&cation programs
make use of the DBMS, which manages the data. alstethat the
database designer and the database administratorrpéheir jobs through
the interface — that would be shown on the compitee interface is the
gateway to the database, which resides within gndvinare. Finally, the

System administrator manages the entire system.
Components of DB environment:

s CASE tools : Automated tools to design DBs & apps. programs.

*» Repository : Centralised knowledge base containing all data
definitions, screen & report formats & definitions

s DBMS : Commercial S/W used to create, maintain & provide
controlled access to the DB & the repository (débns of data).

*» DB : A shared collection of data, designed to meetrif@mation
needs of users in an organisation (occurrenceata) d

¢ Application programs : Computer programs that are used to create &

maintain DB & provide information to users



s User Interface: Languages, menus, and other facilities by which
users interact with various system components, agacbASE tools,
application programs, the DBMS and the repository

+ Data administrators: Responsible for overall information resources
of an organization

s System developersSystem analysts, programmers who design new
application programs

* End users:add, delete & modify data in DBs & receive inforioat

from it throughout the organization .

Procedwes . System
: Writes . )
sl yodnds traton
and standards and Dﬂ_t:?hrlse
adradndsaator
I enforces
I
| Imalages
Da u.‘h ase Haxdware
Analysts designer
Fud Programimers —
16l users . —
Write : |
se designs —
——
DEM S nialides
Application ——
programs DEMS
Diata

Figure 10: The Database Environment Components



3.7 Database System Utilities and Tools

Database System UtilitiesThese are used to perform certain functions
such as:
» Loading data stored in files into a database. besudata conversion
tools.
« Backing up the database periodically on tape.
* Reorganizing database file structures.
* Report generation utilities.
« Performance monitoring utilities.
« Other functions, such as sorting, user monitoriiaga compression,
etc.
Other Tools: These include data dictionary / repository, usestore
schema descriptions and other information sucleagyd decisions,

application program descriptions, user informatiggsage standards, etc.
Active data dictionary is accessed by DBMS software and users/DBA.

Passive data dictionaryis accessed by users/DBA only.

Application Development Environments and CASE (compter-aided
software engineering) tools:

Examples: PowerBuilder (Sybase) , JBuilder (Buitla JDeveloper
10G (Oracle), Databridd>TM ODBC Managermysqgl data syncronization

myDBR, AeroSQL Data-tier Application®tc.
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Figure 11. Typical DBMS Component Module

3.8 Centralized and Client-Server Architectues

Centralized DBMS: Combines everything into single system including-
DBMS software, hardware, application programs, asel interface
processing software. User can still connect thraugémote terminal —

however, all processing is done at centralized site
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Figure 12: A Physical Centralized Architecture

Client-server: This is a software architecture model consistihiyvo parts,
client systems and server systems, both communiec@iea computer
network or on the same computer. A client-serpgliaation is a

distributed system consisting of both client andeesoftware. The client



process always initiates a connection to the sewiate the server process

always waits for requests from any client.

When both the client process and server processiangng on the same
computer, this is called a single seat setup bhuieer-to-peer, each host or
application instance can simultaneously act as datlient and a server
(unlike centralized servers of the client-servedeipand because each has
equivalent responsibilities and status. Peer-ta-peshitectures are often

abbreviated using the acronym P2P.

] >\

iy

Ja
L

A oneserver based network. pAer-to-peerbased network.

Figure 13: Client Server Networks

Basic 2-tier Client-Server Architectures

Specialized Servers with Specialized functions
) Print server

) File server

] DBMS server

1 Web server



1 Email server

Clients can access the specialized servers asctheede

Client Client Client
Network
Print File DBMS
Server Server Server

Figure 14 : Logical two-tier client server architedure

Two Tier Client-Server Architecture:

This is a client program that may connect to sd\@BMSs, sometimes
called the data sourcda.general, data sources can be files or other non-
DBMS software that manages data. Other variatibrcéients are possible:
e.g., in some object DBMSs, more functionalityrasferred to clients
including data dictionary functions, optimizatiomcarecovery across

multiple servers, etc.

Three Tier Client-Server Architecture:
This is very common for Web applicationtntermediate Layer called
Application Server or WeBerver. Stores the web connectivity software

and the business logic part of the application usextcess the



corresponding data from the database server. ketsalconduit for sending
partially processed data between the databaser sarddhe client.

Three-tier Architecture Can Enhance Security:
[ Database server only accessible via middle tier
) Clients cannot directly access database server

- GUI Presentation
Client *
G Web Interface Layer
[ . r : : _\
Application Server Application Business
y oy, Logic Layer
Web Server Web Pages | gic Lay
Database Database Database
Server Management Services
System Layer
(a) (b)

Figure 15: Three-tier client-server archiecture




Clients: Theclient—server modelof computing is a distributed application
structure that partitions tasks or workloads betwide providers of a
resource or service, called servers, and servopgesters, called clients.

It provides appropriate interfaces through a clsaftware module to access
and utilize the various server resources. Clierday be diskless machines
or PCs or Workstations with disks with only theeali software installed. It
Is connected to the servers via some form of aodt{LAN: local area

network, wireless network, etc.)

Clients characteristics

Always initiates requests servers

Waits for replies.

Receives replies.

Usually connects to a small numbersefversat one time.

Usually interacts directly with end-users using asgr interfacesuch
asgraphical user interface

DBMS Server providesdatabase query and transaction services to the
clients. Relational DBMS servers are often call€l Servers, query
servers, or transaction servers. Applications mugin clients utilize an
Application Program Interface (API) to access server databases via
standard interface such as:

% ODBC: Open Database Connectivity standard

s JDBC: for Java programming access

< Client and server must install appropriate clientoleand server
module software for ODBC or JDB



Server characteristics

Always wait for a request from one of the clients.
Serve clientsequests then replies with requested data toligats.
A servermay communicate with other servers in order toesear

client request.

3.9 Classification of DBMSs

Based on the data model used:
 Traditional: Relational, Network, Hierarchical.
* Emerging: Object-oriented, Object-relational.
1 Other classifications
¢ Single-user (typically used with personal compytess multi-user
(most DBMSS).
¢ Centralized (uses a single computer with one daigbss. distributed

(uses multiple computers, multiple databases)

4.0 Conclusion

With the introduction to concepts of database systudents must have
acquired the basic sense of the central importahdatabases in today’s
information systems environment. And with this ytistould be able to
function very well in such environment.



5.0 Summary

In this unit we have learnt that:;

+*»*Data model is a set of concepts used to descréstthctures of a
database, and the operations for manipulating thtegetures, as well
as certain constraints that the database should obe

+«¥* Database models include flat, hierarchical netwaelational
concept-oriented and star-schema.

+»*Data architecture is the design of data for usgefining the target
state and the subsequent planning needed to Hartiet state.

s Database system environment includes differentstygdardware
and software, people who perform different funcsienthin the
environment, procedures designed to accomplishatkactivities,

and data.

6.0  Tutor Marked Assignment

1. (a) Define data and database model

(b) What do you understand by data indepeceland its levels

2. (a) Explain database environment and its corapts

7.0  Further Reading and Other Resources
Paul R. Smith & Richard Sarfaty (1993). Creatingjrategic plan for
configuration management using Computer Aided SargvwEngineering
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Data Modeling Made Simple 2nd Edition", Steve Hwolie@n, Technics
Publications, LLC 2009

Michael R. McCaleb (1999). "A Conceptual Data ModeDatum
Systems". National Institute of Standards and Teldgy. August 1999.

Matthew West and Julian Fowler (1999). DevelopingiHuality Data
Models. The European Process Industries STEP TealHoaison
Executive (EPISTLE).

American National Standards Institute. 19&BISI/X3/SPARC Study Group
on Data Base Management Systems; Interim Repb (Bulletin of
ACM SIGMOD) 7:2.
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Riversand MDM Multi-entity Master Data Mgmt. Globahterprise-class
solutions www.riversand.com

"Distributed Application Architecture”. Sun Micrastgm.
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1.0 Introduction

Traditionally, the design and testing of applicatmrograms have been
considered to be more in the realm of the softweaggneering domain than
in the database domain. As database design meteéslinclude more of
the concepts for specifying operations on databbgets, and as software
engineering methodologies specify in more deta&ldtructure of the
databases that software programs will use and sciteés clear that these
activities are strongly related. Conceptual modglis a very important

phase in designing a successful database apphcatio

Generally, the terrdatabase applicationrefers to a particular database and
the associated programs that implement the dataheses and updates.

In this unit, the traditional approach of concetitigaon the database
structures and constraints during database desigmictly followed. The
modelling concepts of thientity-Relationship(ER) modelis herewith

presented, which is a popular high-level conceptiagh model.

This model and its variations are frequently usedtie conceptual design
of database applications, and many database desitgnremploy its
concepts.The basic data-structuring concepts and constrafritee ER
model as well as their use in the design of conm@@chemas for database
applications are described in this unit. Diagrameonadtation associated

with the ER model, known 43R diagramsis also presented.



2.0 Objective

At the end of this unit, you should be able to:
¢ appreciate the features of Entity Types, EntitysSattributes, and
keys of database management system (DBMS)
s Use High-Level Conceptual Data Models for Dataldassign
+» State the major concepts Relationships, RelatipnBipes, Roles,
and Structural Constraints
+» Draw the major components of ER Diagrams, Namingweations,

and Design Issues in data management system.

3.0 Using High-Level Conceptual Data Models

for Database Design

Figure below shows a simplified description of the datsbdesign
process. The first step showrrégjuirements collection and analysis.
During this step, the database designers interpi@spective database
users to understand and document tlata requirements.The result of
this step is a concisely written set of users’ nejuents. These requirem-

ents should be specified in as detailed and complébrm as possible.

In parallel with specifying the data requiremeittgs useful to specify the

knownfunctional requirements of the application. These consist of the



user-definedperations (or transactions) that will be applied to the
database, including both retrievals and updatesofvare design, it is
common to use data flow diagrams, sequence diagisso@sariosand

other techniques for specifying functional requiesnts. We will not discuss
any of these techniques here because they ardyudaatribed in detail in

software engineering texts.

Once all the requirements have been collected aalysed, the next step is
to create @onceptual schemdor the database, using a high-level
conceptual data model. This step is cattedceptual designThe concept-
tual schema is a concise description of the dafairements of the users
and includes detailed descriptions of the entipety relationships, and
constraints; these are expressed using the conmeptisied by the high-
level data model. Because these concepts do datamanplementation
details, they are usually easier to understandcande used to
communicate with non-technical users.

The high-level conceptual schema can also be usadeference to ensure
that all users’ data requirements are met andieatequirements do not
conflict. This approach enables the database desidgo concentrate on
specifying the properties of the data, without geioncerned with storage
details. Consequently, it is easier for them to eap with a good
conceptual database design.

During or after the conceptual schema design, #secltlata model
operations can be used to specify the high-lev&l aperations identified
during functional analysis. This also serves toficonthat the conceptual

schema meets all the identified functional requerts. Modifications to



the conceptual schema can be introduced if sonwifural requirements

cannot be specified using the initial schema.

The next step in database design is the actuakmmgrhtation of the
database, using a commercial DBMS. Most currenteeroial DBMSs use
an implementation data model, such as the reldtmrthe object-relational
database model—so the conceptual schema is tramsfidirom the high-
level data model into the implementation data modleis step is called
logical designor data model mapping,and its result is a database schema

in the implementation data model of the DBMS.

The last step is thehysical designphase, during which the internal storage
structures, indexes, access paths, and file orgtmis for the database

files are specified. In parallel with these actest application programs are
designed and implemented as database transactimesponding to the

high-level transaction specifications.
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3.1 A Sample Database Application

In this section we describe an example databadeappn, called
COMPANY that serves to illustrate the basic ER ni@decepts and their
use in schema design. We list the data requirenfientee database here,
and then create its conceptual schema step byastde modelling
concepts of the ER model are introduced. The COMPAlBtabase keeps

track of a company’s employees, departments, ani@gis. Suppose that



after the requirements collection and analysis phth® database designers
provided the following description of the “miniwdfl—the part of the
company to be represented in the database:

1. The company is organized into departments. Haplartment has a
unigue name, a unigue number, and a particular@mplwho manages the
department. We keep track of the start date whaneifmployee began
managing thelepartment. A department may have several locations

2. A department controls a number of projects, edabhich has a unique
name, a unique number, and a single location.

3. We store each employee’s name, social securityber, address, salary,
sex, and birth date. An employee is assigned tadepartment but may
work on several projects, which are not necesseadfyrolled by the same
department. We keep track of the number of hoursveek that an
employee works on each project. We also keep watke direct

supervisor of each employee.

4. We want to keep track of the dependents of eagbloyee for insurance
purposes. We keep each dependent’s first namebstxdate, and

relationship to the employee.

Figure 3.2 shows how the schema for this databjgsication can be
displayed by means of the graphical notation knasfR diagrams.We
describe the step-by-stppocess of deriving this schema from the stated
requirements—and explain tB#R diagrammatic notation—as we introduce

the ER model concepts in the following section.



3.2 Entity Types, Entity Sets, Attributes, and kys

The ER model describes data as entities, relationgts, and attributes:
Entities and Their Attributes: The basic object that the ER model
represents is agntity, which is a “thing” in the real world with an
independent existence. An entity may be an obj&bt avphysical existence
(for example, a particular person, car, housengrleyee) or it may be an
object with a conceptual existence (for examplegmapany, a job, or a
university course). Each entity hatdributes—the particular properties that
describe it. For example, an employee entity magtdszribed by the
employee’s name, age, address, salary, and jolrticplar entity will have
a value for each of its attributes. The attribiakies that describe each

entity become a major part of the data storedenditabase.

Alternative ER Notations

D 1) <HORKS_FOR>~410 (> [ (Cocaion)
@ % employee department

‘L"'_I'ilumberOfEmponeesi‘)—I DEPARTMENT |

controlling- O.N)

0,1
©.1) departmen

EMPLOYEE

Bdate

(O,N) (0,1)
supervisor, supervisee (1,N) -
(O,N) project
employee
DEPENDENTS_OF @
ER diagram for the COMPANY schema, with

all role names included and with structural dep""‘{’f']")t
constraints on relationships specified using i

alternative notation (min, max). | DEPENDENT |
Figure 17: Alternative ER Notation




Figure 3.3 shows two entities and the values af dt&ibutes. The
employee entityl has four attributes: Name, Address, Age, and
HomePhone; their values are “John Smith,” “2311bijiHouston, Texas
77001,” “55,” and “713-749-2630,” respectively. Tb@mpany entityxl
has three attributes: Name, Headquarters, andd@rdstheir values are

“Sunco Oil,” “Houston,” and “John Smith,” respedly.

/-— Name = John Smith /-' Mame = Sunco O
'('/ ——  Address = 2311 Kby {
" Houston, Texas 77001 e |
: ' #————  Headquarters = Houston
| |
|

- |c'|ﬂ|':=EE II

\'— HomePhone = 712-748-2630 \— President = John Smih

Figure 18: Twn entities, emplovee e, and company ¢, and their attributes

Several types of attributes occur in the ER model:
In ER model we have the following attributes: siepersus composite,

single-valued versus multi-valued, and stored \sedarived.

Composite versus Simple (Atomic) Attributes: Compage attributes
can be divided into smaller subparts, which represere basic attributes
with independent meanings. For example, the Addattebute of the

employee entity shown in Figure 3.3 can be subdividto StreetAddress,



City, State, and Zip,3 with the values “2311 KirBlouston,” “Texas,”
and “77001.” Attributes that are not divisible aadledsimple or atomic
attributes. Composite attributes can form a hierarchy; for exam
StreetAddress can lberther subdivided into three simple attributes:
Number, Street, and ApartmentNumbershswn in Figure 3.4. The value
of a composite attribute is the concatenation efalues ofts constituent

simple attributes.

Addres

N

Sreeth daress City

Murmber  Siest Apanmenthiumber

Figure 19: A hierarchy of composite attributes

Single-Valued versus Multivalued Attributes: Most attributes have a
single value for a particular entity; such attrgmiare calledingle-valued.
For example, Age is a single-valued attribute péeson. In some cases an
attribute can have a set of values for the samtyedior example, a Colors
attribute for a car, or a CollegeDegrees attrilbatea person. Cars with one
color have a single value, whereas two-tone carse hao values for

Colors. Similarly, one person may not have a celldggree, another person

may have one, and a third person may have two oe ohegrees; therefore,



different persons can have differenimbers of valuef®r the
CollegeDegrees attribute. Such attributes aredtatldtivalued.

Stored versus Derived Attributes. In some cases (twmore) attribute
values are related—for example, the Age and Birte[#ributes of a
person. For a particular person entity, the valugge can be determined
from the current (today’s) date and the value af fferson’s BirthDate.
The Age attribute is hence calledierived attribute and is said to be

derivable from the BirthDate attribute, which is calleds®red attribute.

In general, composite and multi-valued attributesy fme nested arbitrarily to any
number of levels although this is rare. For exampteviousDegrees of a STUDENT
Is a composite multi-valued attribute denoted byeffousDegrees (College, Year,
Degree, Field)}.

Entity Types, Entity Sets, and Keys

Entity Types and Entity Sets:A database usually contains groups of
entities that are similar. For example, a companpleying hundreds of
employees may want to store similar informationaswning each of the
employees. These employee entities share the stnbeitas, but each
entity hagts own value(sjor each attribute. Aentity type defines a
collection(or se) of entities that have the same attributes. Eatityaype
in the database is described by its name and @tsl-igure shows two
entity types, named EMPLOYEE and COMPANY, and edfsattributes
for each.

A few individual entities of each type are alsaslirated, along with the
values of their attributes. The collection of altiges of a particular entity

type in the database at any point in time is cadiedntity set; the entity set



Is usually referred to using the same name asritiky &/pe. Forexample,
EMPLOYEE refers to both gpe of entityas well as the curreset of all
employeentitiesin the database.

An entity type describes tilsehemaor intension for aset of entitieshat
share the same structure. The collection of estdfea particular entity type

Is grouped into an entity set, which is also catlezlextensionof the entity

type.

Key Attributes of an Entity Type: An important constraint on the entities
of an entity type is thkey or uniqueness constrainon attributes. An
entity type usually has an attribute whose valuesisstinct for each
individual entity in the entity set. Such an atid is called &ey attribute,

and its values can be used to identify each entity.

ENTITY TYPE MAME: EMPLCYEE COMPANY
Mame, Age, Salary Mame, Headguarters, President
i . T ity
By . oy &
{John Smith, 55, 80k} (Sunco O, Houston, John Smif)
] . Cz 5
ENTITY SET: (Fred Brown, 40, 30K) {Fast Computer, Diallzs, Bab King)
[EXTENSION)
£y s
[ty Clark, 25, 20K}
\ A 4

Figure 20: Two entity types, ewpovee and company, and some member entities of each



CAR
Registration{RegistrationMumber, State), VehiclalD, Make, Model, Year, [Color)

car; =

{[ABC 123, TEXAS), TKE2S, Ford Mustang, convertibie, 1898, {red, black])
Car, w

[(ABC 123, MEW YORK), WPOBT2, Nissan Maxima, 4-door, 1899, {olus))
CHiry »

(WSY 720, TEXAS), TOV20, Chrysker LeBaron, 4-goor, 1885, [white, Dives})

L A

Figure 21: The car entity type with two key attributes, Registration and VehiclelD

DEPARTMENT

PROJECT

EMPLOYEE

Name (Fhame, Minit, LName|, 5N, Sex, Address, Saary
BirthDate, Depariment, Supervisor, (WorksOn (Project Hours)

DEPENDENT
Employee, Dependentiame, Sex, BrthDate, Relatonshp

Figure 22: Preliminary design of entity types for the company database



3.3 Relationships, Relationship Types, R,

and Structural Constraints

In Figure 17 above, there are sevenaiplicit relationshipsamong the
various entity types. In fact, whenever an attieboft one entity type refers
to another entity type, some relationship exists.dxample, the attribute
Manager of DEPARTMENT refers to an employee who aggs the
department; the attribute Controlling DepartmenPBIOJECT refers to the
department that controls the project; the attrilkupervisor of
EMPLOYEE refers to another employee (the one wipestses this
employee); the attribute Department of EMPLOYEErsto the
department for which the employee works; and sdrothe ER model,
these references should not be represented driggfribut as

relationships, which are discussed in this section.

A relationship relates two or more distinct entities with a specif

meaning.

For example: EMPLOYEE John Smith works on the ProductX PROJ&CT
EMPLOYEE Franklin Wong mamatee Research DEPARTMENT.

A relationship type Ramongn entity typesEl, E2, . . . .Endefines a set
of associations or igelationship set—among entities from these entity
types.Relationships of the same type are grouped or tygecdh
relationship type.
For example, the WORKS_ON relationship type in lvhic
EMPLOYEEs and PROJECTSs participate, oNIANAGES
relationship type in which EMPLOYEEs andHMRTMENTS



participate. The degree of a relationshipd is the number of
participating entity types. Both MANAGES &MORKS_ON are

binary relationships.

EMPLOYEE WORKS_FOR DEPARTMENT

Figure 23: Some instances in the works_ror relationship set, which represents a
relationship type works_ror between empLoYEE and DEPARTMENT

Role Names and Recursive RelationshipsSach entity type that
participates in a relationship type plays a paldicrole in the relationship.
Therole namesignifies the role that a participating entity fraine entity
type plays in each relationship instance, and helgxplain what the
relationship means. For example, in the WORKS _F@&&tipnship type,
EMPLOYEE plays the role afmployeer workerand DEPARTMENT



plays the role oflepartmentr employerRole names are not technically
necessary in relationship types where allghgicipating entity types are
distinct, since each participating entity type naraes beused as the role
name.

However, in some cases th@meentity type participates more thance in

a relationship type idifferent rolesin such cases the role name becomes
essentiafor distinguishing the meaning of each participatiSuch

relationship types are callegkcursive relationships.

CONSTRAINTS ON RELATIONSHIP TYPES
Relationship Types(also known as ratio constraintsgually have certain

constraints that limit the possible combinatiofigntities that may
participate in the corresponding relationship $bese constraints

are determined from the miniworld situation that tklationships represent.
For example, irFigure 22, if the company has a rule that each employee
must work for exactly one department, then we wdikkelto describe this
constraint in the schema. We can distinguish twinryges of relationship
constraintscardinality ratio andpatrticipation:

Cardinality Ratios for Binary Relationships. Teerdinality ratio for a
binary relationship specifies tmeaximunmumber of relationship instances
that an entity can participate in. For examplahm@WORKS_FOR binary
relationship type, DEPARTMENT:EMPLOYEE is of cardlity ratio 1:N,
meaning that each department can be related toigtremploys) any
number of employees, but an employee can be refat@dork for) only

one department. The possible cardinality ratiodfoary relationship types

are 1:1, 1:N, N:1, and M:N. Cardinality ratios fmnary relationships are



represented on ER diagrams by displaying 1, M,Nueth the diamonds as
shown inFigure 17 above.
Maximum Cardinality can be in the form of:

€ One-to-one (1:1)
€ One-to-many (1:N) or Many-to-one (N:1)
€ Many-to-many

Theparticipation constraint specifies whether the existence of an entity
depends on its being relatedaioother entity via the relationship type. This
constraint specifies thminimumnumber ofrelationship instances that each
entity can participate in, and is sometimes calteiminimum cardinality
constraint.

Minimum Cardinality (also called participation constraint or existence
dependency constraints) can also be in the form of:

€ zero (optional participation, not existence-elegent)
€ one or more (mandatory, existence-dependent)

3.4 Weak Entity Types

Entity types that do not have key attributes ofrtben are calledveak
entity types.In contrastyegular entity typesthat do have a key attribute
are calledstrong entity types.Entities belonging to a weak entity type are
identified by being related to specific entitiesrfr another entity type in
combination with one of their attribute values. @& this other entity type
theidentifying or owner entity type, and we call the relationship type that
relates a weak entity type to its owner ithentifying relationship of the

weak entity type. A weak entity type always hdetal participation



constraint(existence dependency) with respect to its ideingfy
relationship, because a weak entity cannot beifteahtvithout an owner
entity. However, not every existence dependenayltes a weak entity
type. For example, a DRIVER_LICENSE entity cannasteunless it is
related to a PERSON entity, even though it hagvits key
(LicenseNumber) and hence is not a weak entity.

In ER diagrams, both a weak entity type and itatifgng relationship are
distinguished by surrounding their boxes and diashsomith double lines
(see Figure 17. The partial key attribute is underlined withastded or
dotted line.

Weak entity typescan sometimes be represented as complex (composite

multi-valued) attributes.

3.5 Refining the ER Design for the Company

Database

We can now refine the database desigRigéire 22,by changing the
attributes that represent relationships into reteship types. The cardinality
ratio and participation constraint of each relatiop type are determined
from the requirements listed earlier. If some aaality ratio or dependency
cannot be determined from the requirements, thesumast be questioned
further to determine these structural constrainteur example, we specify
the following relationship types:

1. MANAGES, a 1:1 relationship type between EMPL@&Y&nd
DEPARTMENT. EMPLOYEE patrticipation is partial. DERAMENT



participation is not clear from the requirements® guestion the users, who
say that a department must have a manager ata# tiwhich implies total
participation.14 The attribute StartDate is assigtwethis relationship type.
2. WORKS_FOR, a 1:N relationship type between DEPKENT and
EMPLOYEE. Both participations are total.

3. CONTROLS, a 1:N relationship type between DEPAENT and
PROJECT. The participation of PROJECT is total, sghs that of
DEPARTMENT is determined to be partial, after cdtedion with the
users indicates that some departments may cordrpfajects.

4. SUPERVISION, a 1:N relationship type between ERAFEE (in the
supervisor role) and EMPLOYEE (in the supervisde)rdoth participat-
lons are determined to be partial, after the uselisate that not every
employee is a supervisor and not every employea lsapervisor.

5. WORKS_ON, determined to be an M:N relationskpeetwith attribute
Hours, after the users indicate that a projecthaaue several employees

working on it. Both participations are determinede total.

3.6 ER Diagram and Naming Conventions
Figure 3.2 above displays the COMPANER database schemas arER

diagram. We now review the full ER diagram notation.

General Database Naming Conventions

The following conventions apply to all of the elerteof a database:

All names used throughout the database shouldvirerdéase only.

This will eliminate errors related to case-sengitiv



Separate name parts by underlines, never by spHussway, you
improve the readability of each name (e.g. produamine instead of
productname). You will not have to use parenthesegiotes to
enclose names using spaces as well. The use dsspaa database
name is allowed only on some systems, while thestlime is an
alphanumeric character, allowed on any platfornusTlyour database
will become platform independent.

Do not use numbers in the names (e.g. productoaitd). This is
proof of poor design, indicating a badly dividedleastructure. If you
need a many-to-many relation, the best way to aehtas by using a
separate linking table. See how here. Moreovengusumbers to
differentiate between two columns that store simiiéormation
might be an indication that you need an extra tait#ing that
information. For instance, having a locationl catuima
manufacturers table and a location2 column in tildigors table
could be solved by creating a separate table thegssall locations,
and that is referenced by both the manufacturedsiatributors
tables via foreign keys.

Do not use the dot (.) as a separator in names.Wéay you will avoid
problems when trying to perform queries, as theslased to identify
a field in a specific column. In SQL language,
manufacturer_man.address_man means the addressciotm the
table that stores information about manufacturers.

Do not use any of the reserved words as namesalbase elements.

Each database language uses some words as narrésriwall



functions, or as part of the SQL syntax. For insgamsing order as
the name of a table that stores product orders &omnline shop is
bad practice, because order is also used in SQué&ge to sort
records (ascending or descending).

For a complete list of the reserved words thatsioould not use when
naming the database elements, consult your spelkifabase software
manual. See the list of reserved words for MySQiehe

When naming the elements, do not use long or awkwames. Keep
them as simple as you can, while maintaining arctesaning. It's

also a good idea to use names which are closetoatural language:
description_prd is certainly a better name for lammm that stores

product descriptions than dscr_pr or some genainieenas field.

Database names

Each database must have a name of its own, whalkighlso follow some
conventions:

Use the project name as the name of the database.

Prefix the database name with the owner name, atuhby an
underscore. The owner might be a person (e.g.nhjeqt manager) or
the application for which the database is credted example, acme
catalog can be a good name for the database storing

the product catalog of the ACME company.

Table names

Tables are some of the most common elements usadapplication, as

they store



the columns, and as such are mentioned in eacly.qlieerefore, the

following conventions should apply to tables:

Table names contain the name of the entity thiagiisg defined,
followed by a three letter acronym of that namg.(eategory_ctg).
Optionally, you can use the same prefix for alleéabn the same
database. For example, acme_product_prd, acme aciardr prd,
acme_category prd can be tables from the acmeogadatabase.
Prefix tables that define the same larger entity\&i2 or 3-letter
acronym that identifies it. For example, e.g. hpleant_app,
hr_job_job and hr_resume_rsm are

all tables that belong to the Human Resources Dmeat of a large
corporation database.

Do not use generic prefixes, such as tbl_, or db they are
redundant and useless.

Use short, unambiguous names for each table,atestrio one word,
If possible. This way tables can be distinguishasilg.

Use singular for table names. This way, you avoidre due to the
pluralization of English nouns in the process dbtase development.
For instance, activity becomes activities, box Inees boxes, person
becomes people or persons, while data remains data.

Use clear names. Do not overdo it using abbreviatand acronyms.
While using a shorter name might help the develkpemakes the
meaning less clear to other members of the teaingldsear names

makes the design self-explanatory.



Prefix lookup tables with the name of the tableytredate to. This
helps group related tables together (e.g. prodyog, fproduct_status),
and also helps prevent name conflicts between gelo@kup tables
for different entities. You can have more than gareric lookup
table for an existing master table, but which adgsldifferent

properties of the elements in the table.
Column names

Columns are attributes of an entity, describingprgperties. Therefore, the
name they carry should be natural, and as meaniagfpossible. The

following conventions are recommended:

All keys are used for indexing and identifying rest® Therefore, it's
a good practice to put the id particle in their eaifhis way, you'll
know the field is used as a key.

The primary key is used to uniquely identify eaebard. That is why
its name should be made up of the id particlepfedid by the table
name acronym. For instance, for the table produdt the primary
key is id_prd.

The foreign key name should be composed by thaiticte, followed
by the acronym of the referred table, and therheyaicronym of the
table it belongs to. For example, the idctg_pretifgm key belongs to
the products table (product_prd), but it referthim categories table
(category_ctg). This way, the table being referdnsebvious from

the key name.



Each column name should be followed by the 3-l¢tle acronym.
This way, each column has a unique name acrostatabase.
Without the table acronym, you would end up havimg columns
called "name", one storing the product name andther the
manufacturer name. Instead, name_prd and name_anagasily be
distinguished.

Date columns should use the “date " prefix, andcbib@ean type
columns should use the “is_" prefix. For instardage birth stores the
birth date of a person, while is confirmed couldioate the order

status for a product in a shop, using true/faldees(or 0/1).

% 4.0 Conclusionwith the introduction of High-Level

Conceptual Data Models for Database Design. We bapkined all
the features of Entity Types, Entity Sets, Attrdmjtand keys of
database management system (DBMS) in relationshifhee major
concepts Relationships and Structural Constra8ttsdents must have
acquired the basic concepts of the conceptual itapoe of data
models in today’s designing systems. And with tthisy should be

able to function very well in such environment.



5.0 Summary

In this unit we have learnt that:

** The features of Entity Types, Entity Sets, Atttés) and keys of
database management system (DBMS) as a set offienged to
describe the structures of a database managengtt@onperations
for manipulating these structures, as well as sedanstraints that the

database should obey.

¢ The use of High-Level Conceptual Data Models for DatbDesign

***The major concepts of Relationships, Relation3lyipes, Roles, and

Structural Constraint® database management systems (DBMS)

¢ How to draw the major components of ER Diagrams, Naming
Conventions and Design Issues in data gemant system
6.0 Tutor Marked Assignment

s Explainthe use of High-Level Conceptual Data Models for DatgbDesign is

all about.

+* Differentiate between the major concepts of Retetiop Types and

Structural Constraints database management systems (DBMS)

* Draw the major components of ER Diagrams, Naming

Conventions and Design Issues in datalm@s@gement system
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1.0 Introduction

A statistical database contains confidential infdromaabout individuals or
events. These databases are mainly used to ges@@gtical information
about the stored information. But Statistical dat®s have some non-
standard characteristics which cannot be well stipddoy commercially
available database management systems. This centernnderlying data
structures, the various abstraction levels of #ia,dand the type of
operations on the data and the kind of procesgqgirements. The current
research is aiming at an appropriate conceptuaktiog, an efficient
representation of the data and a powerful and fusgrdly query processing

on each data level.

2.0 Objectives

At the end of this unit, you should be able to:
¢ Appreciate the Features of Statistical databagsesy€OBMS)
s Define Statistical database system.
% Use High-Level Concept of Statistics data in pekciormulation.
+» State some major concepts of Statistical databasked.

*» Design the major components of Statistical datahaseModelling.

3.0 Basic Definition

Databaseghat are mainly used for statistical analysiscaléedstatistical

databases (SDB).And a statistical database management system



(SDBMS) may be defined as a database managemeaemsisat provides
capabilities to model, store, and manipulate datamanner suitable for the
needs of SDB users. It is also a database managsystem that provides
capabilities to apply statistical data analysittegues that range from
simple summary statistics to advanced procedures.

In addition a statistical database (SDB) is one that proviiZ¢a of a
statistical nature, such as counts and averagesterimstatistical database

IS used in two contexts:

Pure statistical databaseThis type of database only stores statistical
data. An example is a census database. Typicaltgsa control for a
pure SDB is straightforward: Certain users are @u#bd to access the
entire database.

Ordinary database with statistical accessThis type of database
contains individual entries; this is the type ofatese discussed so far
in this chapter. The database supports a populafioon-statistical
users who are allowed access to selected porticihe alatabase

using DAC, RBAC, or MAC. In addition, the databasgports a set

of statistical users who are only permitted statdiqueries. For these
latter users, aggregate statistics based on therlymdy raw data are
generated in response to a user query, or mayesegbculated and

stored as part of the database.

3.1 Concept of Public Policies on Statistic@lata

A statistical database contains confidential information about individual



or events. These databases are mainly used toage rs¢atistical
information about the stored information. Such Hases accept only
statistical queries , which involve statistical ¢tions such as SUM, AVG,
COUNT, MIN, MAX, and so on. However, users aot allowed to
retrieve information about a particular individual.

Consider a relation BankEmp with the attributeSode, EName, Sex,
State, Salary, Branch , and Designation . Usiatijssical queries, one can
retrieve the number of clerks, maximum salary, agersalary of clerks,
and so on. However, users are not allowed to xetiilee salary of a

particular employee.

Data Confidentiality and Disclosure

Confidentiality should mean that, the dissemination of data iraamar
that would allow public identification of the resptent or would in any
way be harmful to him is prohibited and that thead&re immune from
legal process. Confidentiality differs from privalsgcause it applies to
business as well as individuals. Privacy is anviddial right whereas
confidentiality often applies to data on organiaa$i and firms.

Statistical disclosure occurs when released statistata (either tabular or
individual records) reveal confidential informatiabout an individual

respondent.

Disclosurerelates to inappropriate attribution of informatikona data
subject, whether an individual or an organizatisclosure occurs when a

data subject is identified from a released fide(jtity disclosure), sensitive



information about a data subject is revealed thindhg released file
(attribute disclosure), or the released data make it possible to determi
the value of some characteristic of an individualrenaccurately than
otherwise would have been possibtddrential disclosure).

Note that each type of disclosure can occur in eofion with the release of
either tables or microdata. The definitions andliogpions of these three
kinds of disclosure are discussed belddentity disclosureoccurs if a
third party can identify a subject or respondeafrfithe released data.
Revealing that an individual is a respondent ojesttlof a data collection
may or may not violate confidentiality requirements

For tabulations, revealing identity is generally disclosure, unless the
identification leads to divulging confidential infoation (attribute
disclosure) about those who are identified.

For microdata, identification is generally regar@dsddisclosure, because
microdata records are usually so detailed thattifieation will
automatically reveal additional attribute inforneattithat was not used in
identifying the record. Hence disclosure limitatimethods applied to
microdata files limit or modify information that ght be used to identify

specific respondents or data subjects.

Attribute disclosure occurs when confidential information about a data
subject is revealed and can be attributed to thgetu Attribute disclosure
occurs when confidential information about a persofirm’s business

operations is revealed or may be closely estimdtleds, attribute



disclosure comprises identification of the subgend divulging confidential
information pertaining to the subject.

Attribute disclosure is the primary concern of mstsitistical agencies in
deciding whether to release tabular data. DiscebBmmitation methods
applied to tables assure that respondent datauitesiped only as part of an
aggregate with a sufficient number of other resgonsito disguise the

attributes of a single respondent.

Inferential disclosure, occurs when individual information can be
inferred with high confidence from statistical pesfies of the released
data. For example, the data may show a high ctiorlaetween income
and purchase price of home. As purchase price mhs typically public
information, a third party might use this infornmatito infer the income of a
data subject. There are two main reasons that statistical agencies are
not concerned with inferential disclosure in tabwiamicro data. First a
major purpose of statistical data is to enablesusemfer and understand

relationships between variables.

Tables, Microdata, and On-Line Query Systems

The choice of statistical disclosure limitation hmads depends on the
nature of the data products whose confidentialiixstnioe protected. Most
statistical data are released in the form of tabtesrodata files, or through
on-line query systems. Tables can be further dd/idéo two categories:

tables of frequency (count) data and tables of nag@e data. For either



category, data can be presented in the form of eusniproportions or
percentages.

A microdata file consists of individual records¢ckaontaining values of
variables for a single person, business establishoreother unit. Some
microdata files include direct identifiers, suchnasne, address or Social
Security number. Removing any of these identifigf@n obvious first step
in preparing for the release of a file for whicle tonfidentiality of
individual information must be protected.

Historically, disclosure limitation methods for tab were applied directly
to the tables. Methods include redesign of taldegpression, controlled
and random rounding. More recent methods have &ataa protecting the
microdata underlying the tables using some of the microdabéeption
techniques. In this way all tables produced frompglotected microdata
are also protected. This may be done whether thene intention to release
the microdata or not. It is a particularly usefdyo protect tables

produced from on-line query systems.

Restricted Data and Restricted Access

The confidentiality of individual information carelprotected by restricting
the amount of information provided or by adjustihg data in released
tables and microdata filesegtricted data) or by imposing conditions on
access to the data produatsstricted accesy or by some combination of

these.

Tables of Magnitude Data Versus Tables of Frequendpata



The selection of a statistical disclosure limitattechnique for data
presented in tablesapular data) depends on whether the data represent
frequencies or magnitudes. Tabledrefjuency count datapresent the
number of units of analysis in a cell. Equivaleritig data may be
presented as a percent by dividing the count byatad number presented
in the table (or the total in a row or column) andltiplying by 100. Tables
of magnitude datapresent the aggregate of a "quantity of interdmit t
applies to units of analysis in the cell. Equivdiethe data may be
presented as an average by dividing the aggregateemumber of units in
the cell. To distinguish formally betweé&equency count dataand
magnitude data the "quantity of interest" must measure sometloitgr
than membership in the cell. Thus, tables of thalmer of establishments
within the manufacturing sector by SIC group anabynty-within-state
are frequency count tables, whereas tables pregetatial value of

shipments for the same cells are tables of magmitiada.

3.2 The Design of a Statistical Database (&f0-,

Macro and Metadata Modelling)
A database is called a statistical database (SCOBgantains data of three
kinds:

Microdata as primary or basis data on individuals, objectsvants
representing sampled, census or collected data.

Macrodata as grouped or aggregated data (summarized datah\ahe
cross-classified by a set of categorical attribwi@sables). The summary
attribute represents counts(frequencies), mead@as or other statistics
characterizing a set(population) of individualsjeals or events.



Metadata describing the micro- and macrodata on the semasttiactural,
statistical and physical level in such a way thatstcan be stored, transfor-
med retrieved and transmitted in a reasonable ivagvers the whole data
life cycle, i.e. the data collecting from the dataurce, the data storing, the
data processing and retrieval, and the data disseimg within the
electronic data interchange (EDI). As a matteraat,fthe metadata itself
must be easily accessible similiar to the micral aracrodata. We close the
introduction with some examples of typical retrieoperations (queries) on
the data of the above kind. We make use of a pseade notation.In some
cases the system response (i) is given.

Microdata

list name, age, sex

from labourcensusemployees

whereindustry = ‘whole industry@nd year = 1980

Macrodata

list number (employees)average(employees.income)
from labourcensus

whereindustry - ‘whole industrydnd year - 1980
cross-classifiedoy age”*grou@nd sex

Metadata

householdAll the people belong to a household who live thegether and have jaint budget
Each person who has an own
budget forms her own household,
summary-attribute (employees)
income categoryattribute (employees)
domain (industry)

3.3 Features and Requirements of a Statistical Datbase

The data structures offered by conventional damb@nagement systems
are rather inconvenient for storing and retrie\stafistical data. Moreover,
the functionality of the systems is inappropriatd amadequate for

interpreting, validating and analyzing such kindlafa. The main reasons

are the followings:



o Set- (tupel- or row-)oriented as well as orderedcttires must
berepresented.

» Vectors, matrices, nested arrays besides non-foxedatted data
types like documents, images, and plots must bredto

« Almost static (historical) micro- and macrodatdahmery slow
update rates exist.
» (GBytes of data are to be stored some of whiclspaese.
* Very complex semantic integrity constraints ardrcef on the micro-
and macrodata, espescially in order to map thasli
* Micro- and macrodata without the corresponding ohetiz are useless.
* The locality (“clusterings) of data according twibtites (columns) or
records (rows) is context-dependent.
« The querying and the processing of statistical datacause »long
transactions«.
» The creation of macrodata by grouping, aggregattonimplies the
bookkeeping of metadata.
» The frontier (interface) between retrieval andist&tal analysis is not
crisp.
* The retrieval of even »anonymous« data must cavatalyivacy
rules.
The above special features of a statistical daega{fsaEDB) give raise to the
following requirements for the design of a stat@ktidatabase:

» The conceptual data model must include the mienagro- and

metadata level.

 The data-structures for micro-, macro- and metanhatst be efficient.



e The set of operators should be complete whiclefisdd on the
micro-, macro- and meta data level.
* The user-interfaces for the different user-groupstrbe user-friendly.

* Privacy handling mechanism must be incorporated.

3.4 Statistical Data Modelling

In this section, we propose to use the generatitmtanodel to model
database and use model learnt to generate syntiatibase. We will
examine in detail how to extract statistics anésub estimate parameters
of the general location model and how to resoleepbtential disclosure of

confidential information in data generation usingdal learnt.

The General Location Model

Let Aj;A,; _ _ _ ;A denote a set of categorical attributes apdZ_ _ _
,Zy a set of numerical ones in a table with n entiSefppose Atakes
possible domain values 1, 2, _ _ ; ; the categorical dat& can be

summarized by a contingency table with total nundjexells equal to
D=m"=1. Letx={x:d=1;2; ___ ;}D denote the number of entries

in each cell. Clearly°y =1 =n.

Database Modelling through the General Location Mod|
Our approach is to derive an approximate statistncalel from the

characteristics (e.g., constraints, statisticesuhnd data summary) of the
real databases and generate a synthetic dataisgtosdel learned. A

major advantage of our system over [1] is thagddition to constraints, we



extract more complex characteristics (e.g., stesigtnd rules) from data
catalogue and data and use them to build stalisticdel. As we discussed
In introduction, even if one synthetic databasesfas all constraints, it
does not mean it can fulfil users’ testing requieatmas it may have
different data distribution than production databas

Our intuition is that, for database applicatiof$wo databases are
approximately the same from a statistical viewpdim¢n the performance
of the application on the two databases shouldlasapproximately the
same 1. Furthermore, our system includes one dis@daanalysis
component which helps users remove those charstoterwhich may be

used by attackers to derive confidential informaiio production database.

As all information used to generate synthetic dat@ur system are
contained in characteristics extracted, our disslanalysis component
can analyze and preclude the potential disclosucerdidential
information at the characteristics (i.e., statsand rules) level instead of

data level.

Model Learning

The characteristics of production databases caxtacted from three

parts: DDL, Data Dictionary, and Data. In ordeetwsure that the data is
close looking or statistically similar to real data at least from the point of
view of application testing, we need to have tlatistical descriptionss,

and non-deterministic ruleBlR, of real data in production databases. These

two sets describe the statistical distributionpatterns of underlying data



and may affect the size of relations derived assalt of the evaluations of
gueries the application will need to execute. Hetloey are imperative
for the statistical nature of the data that deteawithe query performance

of database application.

Extracting characteristics from data dictionary Data dictionary consists
of read only base tables that store informatiorutibite database. When
users execute an SQL command (e.g., CREATE TABIREATE

INDEX, or CREATE SEQUENCE) to create an objectodlthe
information about column names, column size, défaallies, constraints,
index names, sequence starting values, and ottogmation are stored in
the form of metadata to the data dictionary. Mashmercial DBMSs also
collect statistical information regarding the disiition of values in a
column to be created. This statistical informattam be used by the query
processor to determine the optimal strategy foluatag a query. As the
data in a column changes, index and column stzisan become out-of-
dated and cause the query optimizer to make |less-dptimal decisions on
how to process a query. SQL server automaticaltlatgs this statistical
information periodically as the data in the taldbanges. In our system, we
have one component which simply accesses tabldastandictionary and
fetch characteristics related.

Extracting characteristics from data The statistics information about
columns extracted directly from data dictionaryssially with high

granularity which may be insufficient to deriveately accurate model. In



practice it is usually true that userscan colleotarstatistics at low

granularity from original data or a sample of reata themselves.

SELECT Zip, Race, Age, Gender, @O),
AVG(Balance), AYiIGcome), AVG(InterestPaid),
VAR POP(BalancépR POP(Income), VAR POP(InterestPaid),
COVAR POP(Balajiceome), COVAR POP(Balance,InterestPaid),
COVAR POP(IncoinggrestPaid)
FROM Mortgage
GROUP BY Zip, Race, Age, Gender
HAVING COUNT(*»> 5
Example 1: extracting statistics using SQL

Example 1above presents one SQL command to estia@ctics at the
finest granularity level. It returns all informatimeeded to derive
parameters of general location model. For exantipéeyalue from
aggregate function COUNT(*) is the estimatg,of the number of tuples in
each cell while the values from aggregate functioaes, AVG, VAR POP,
COVAR POP) are the estimates of mean vectors avariemce matrices
respectively of the multi-variate normal distritmrtiof each cell. It is worth
pointing out all aggregate functions can be uséd GROUP BY clause
with CUBE or ROLLUP option if we want to extrachsstics at all

possible granularities. In practice, it may be agible to extract statistics at
the finest level because statistics at the firmstllmay contain too much
information and may be exploited by attackers taiveéesome confidential
information about production databases.

As our goal is to generate synthetic data for degtalapplication testing, we
may extract statistics which are only related terags in workload of
database software. For the workload which contawsqueries shown in

Figure 2, it is clear that the distribution of ungisng data at some high



level (instead of at the finest level) is suffidiém capture the relation with
the execution time of queries in workload. For eglanthe approximate
distribution onZip;Racewould satisfy the performance requirements of Q1
in workload. In this case, we may only extractistais necessary for query
performance of queries. Example 3 presents two &phmands to extract

statistics for two queries shown in Example 2.

Q1: SELECT AVG(Income), AVG(InterestPaid) FROM Mgage WHERE Zip = z AND Race =r
Q2: SELECT AVG(Income) FROM Mortgage WHERE AgaAND Zip =z

Example 2. Workload example of Mortgage database

Statistics 1: SELECT Zip, Race, COUNTAVG(Balance), AVG(InterestPaid)
FROM Mortgage
GROUP BY Zip, Race
HAVING COUNT(® 5
Statistics 2: SELECT Zip, Age, COUNY,(AVG(Income)
FROM Mortgage
GROUP BY Zip, Age
HAVING COUNT((® 5

Example 3. SQLs of extraet) statistics for workload

Extracting characteristics from rule setsTo derive the deterministic rule
setR, we take advantage of the database schema, wasdrmildes the
domains, the relations, and the constraints thabdae designer has
explicitly specified. Some information (functionglndencies, correlations,
hierarchies etc.) can be derived from databasgritye

constraints such as foreign keys, check conditiagsertions, and triggers.
Furthermore, users may apply some data mining toa@stract non-

deterministic ruledNR from production database. The non-deterministic



rule setNR helps describe the statistical distributions otgrat of
underlying data and may affect the size of relaidarived as a result of the
evaluations of queries the application will nee@xecute. Formally, each
rule inRandNRcan be represented as a declarative rule and esanof
the form;

IF <premise>THEN <conclusion>[with supports and confidence]
The rules may include exact, strong, and probaigiliales based on the
support and confidence. We note here that compiedigates and external
function references may be contained in both tmelitimn and action parts
of the rule. Anyone with subject matter expertisk e able to understand
the business logic of the data and can developppeopriate conditions

and actions, which will then form the rule set.

Rule 1: IF Zip = 28223, Race = Asian, ancAg (25, 40) THEN Balance is in
(20k,30Kk) with support s = 900 and confickens 90 %.
Rule 2: IF Zip = 28262 THEN Race = Whitewsupport s = 5000 and

confidence ¢c =80 %

Example 4: The non-deterministic rules foMortgage dataset

The above example 4 shows two non-deterministisrtdr Mortgage
database. We can interpret Rule 1 as there arecd@®0mers with Zip =
28223, Race = Asian, and Age in (25, 40) and 90 #em with Balance
in the range of (20k, 30k). It is straightforwaodsee these rules can be
mapped to statistics of general location modebatesgranularity. For
example, the number of data entries in cell (282&8n, 25- 40, All) is



1000 and we can derive average balance of datemirthis cell from the

clause Balance in (20k,30k) with confidence c= 90 %

Balance |>1000 All | All | All All  [>1000
Statistics|1 28223 Asian All All 2800 23000 75000
28223 Black All All 31035000 89000
28262 White All All 250023000 112000
Statistics 2 28223 All 20 All 300 5600
28223 All 1 All & 38000
28262 All 40 All @1 73000
Rule 1 28223 Asiaps-49All | 900 |(20k,30k)
Rule 2 28262 All| All All 5000
28262 White All All 4000

Table 2: Thelie of rule sets

Fitting model using characteristicslt is easy to see all characteristics (i.e.,
S R, NR) extracted from production database can be matapeoinstraints
of parameters of general location model at thesfifevel. Table 2 shows
parameter constraints derived from examples (eogistraint Balance
1000, two statistics from Example 3, and two rdtesn Example 4.) we
discussed previously.

Given those constraints, we can apply lipgagramming techniques
to derive parameters of general location modéiafinest level. However,
it is infeasible to apply linear programming teajues directly in practice

due to high complexity (the number of variablebnear of the number of



cellsD while the number of constraints is large). As wewnthe problem
of estimating the cell entries at the finest granty subject to some linear
constraints is known to be NP-hard. In our syst@mcombine some
heuristics to derive parameters from high levelst@ints. For example,
from Rule 1, we can initialize the number of tupleshose 30 cells (28223,
Asian, Age, Gender) where Age is in (25,40) andd&em(Male, Female)
as 30 ( 900/18 ) when we assume the tuples are uniformly disteitd

among Age and Gender in cell (28223, Asian, Agendge).

3.5 Some Statistical Data Models

According toUliman (1988)a data model is a notation for describing data
and a set of operations used to manipulate the By proposals for
such models have been published where most of tisena graph-theoretic
approach. The most prominent models are presentide inext sub-
chapters. A common feature of these models isabietiat most of them
deal only with macro- and metadata. The macrodatéirdked to a specific
topic (context) or a field of interest Several istatal populations are part of
such a field of interest. A specific populatiorcensidered as a set or class
of units (instances) each of which are charactdrigea set of properties
(attributes) which are related to each other. Thréates can be classified
(Shoshani, 19823ccording to their role. Attributes used to categoor to
index data are called category attributes andtthbwaes expressing
summary properties are called summary attributkes.vilue of a category

attribute is sometimes called »category« insteastafegory value«.



3.5.1 SUBJECT
Chan, Shoshani (1981) consider a single multi-dsimeral table which is

modelled as a root tree (V, E) where the set Voafas includes C-nodes
(cluster-nodes): a cluster is a set of subordinategories, e.g. the node
»Year« has subordinates 1980, 1985, 1990. X-namesd-product nodes):
a cross product is the Cartesian product of setateigories, e.g. domain
(Sex)x domain (Year); note that the root node is of thietand refers to a

complete table.

0 Employment Statistics

Sex/Year 0 Q umber of Employees

tbtal Number of Employees
Sex @ Yes o o professional category

male female 1980 ... 19%(

OB ONO

Secreta eacher

Eng. Eng. Secr. Secr. Teacher
Chem. Civil Junior Execut. Elementary

Figure 24: A Subject Tree



The left subtree represents the stub of a statlgable and is modelled by
Cand X-nodes.The right subtree models the headitigedable and
consists of C- and X-nodes. The different summénbates are clustered
in a C-node, indicating that the subordinate n@tegointing to data
columns in the multidimensional table. Besidesahf marked with either
a »C« or a »X« , the nodes are labeled accorditigetoole they play in a
context, i.e. the name of the table, the namesiafgory attributes, the
corresponding subordinate categories and the nafitee summary

variables are given.

The set E of edges reflects the linking of nodetypé (X, X), (X, C), (C,
C), and (C,X). There are some special featurekisfdata model:

- The tree is representing more the physical atreadf a statistical table
(i.e. stab and heading of a table are modelledbisees).

- The tree is asymmetric in its subtrees. The ragifitree models the

heading of the table and refers columnwise to tta.d

The following set of SUBJECT operations are avadab

- Browsing is achieved by traversing the graph

- Searchis provided to locate the file nodes directly usapgcific
keywords

- Examinelocating of nodes that contain specific keywords

- Include allowing for the specification of predicate conalits for queries

- Aggregationaggregating a selected set of terminal nodes



- Display displaying the result of a query in a table form

- Documentdisplaying the text document associated with a node

3.5.2 NF2-table structures

Ozsoyoglu and Yuan (1987) proposed a non-first-mbform (NF2) of a
nested relationship type. This form is called atrdimensional or multi-
way table in statistics, cf Nelder (1974). It immare natural representation
of a complex data-structure because it is notteftad out« like a
normalized relationship. It is characterized by@ssing and nesting of the
categorical attributes which together make up the and heading of the
table. Each cell contains the corresponding vafukResummary attribute
linked to the relationship type.

For example, consider the table »Professional iBasit California
published in Ferri, Pisano, Rafanelli (1992) andted in a slightly
modified form below. It shows the absolute frequedistribution on the
category attributes sex, year, professional cajegiod qualification. The
attributes sex and year are nested while sex arfdgsional category are

crossed.

3.5.3 STORM (Statistical Object Representation Modll)
Rafanelli, Shoshani(1990) proposed a graph-orietiéea model which is

an enhanced version of tB&JBJECTmodel.



Professional Category

Engineer Secretary ) Teacher

Chemie. Civil Junior Executive Element.
Engineer |Engineer |Secretary | Secretary Teacher

1981
Male 1982

Year

1988
Sex 1989

1981
Female 1982

Year

1988
1989

Table 3 Number of professional positions m California (in 1000)

A complex data structure is used which describesstatistical object(StO). It is
defined by the quadruple

StO=(N, Ca, S, f)
where

Nis the name of the statistical object
Cais a (finite) set of category attributes
Sis a (single) summary attribute

flinks Ca and S by a root tree.

A STORMmodel is a directed, acyclic graph(DAG) consistigeveral
topic nodes (T-nodes). A T-node is either a roaten@r a node with at
least one proceeding T-node and/or at least oreesding S-node. A S-

node is the root node of subtree correspondingstagle StO.
Allowing for:



T-nodes .... topic nodes
S-nodes summary attribute nodes
X-nodes cross product nodes

C-nodes cluster nodes

a StO is represented bysdORMiree and &TORM model by a DAG.

A specific feature 06 TORMs to model non-balanced (»non-symmetric«)
and heterogeneous statistical objects, cf. Raigii®91). Non-symmetry
arises when one category attribute is classifieal ¢tassification hierarchy
(nomenclature), in which the number of levels féedént depending on the
category attribute referred to. For example, staianty and city form a
hierarchy. Evidently, there exist states havingesibut missing counties.
Non-mogeneity arises when the instances of a categtsibute are, in turn,
classified with regard to different criteria. Fotaenple, the category
attribute'Professional Category ' has categoriegitteer', ‘Secretary' and
‘Teacher'. While 'Teacher' may have subordinatgoaies like elementary,
grammar or high school teacher, 'Engineer’ maybectassified according

to the diploma degree etc.

3.54 CSM(Conceptual Statistical Model)

The data models presented so far were concernbdwatro- and
metadata. Di Battista and Batini (1988) introduaedodel which covers all
kind of data, however, using different paradigms.

1. Microdata or elementary data are representeahldyR-model



2. Macrodata or summary data are represented bypdngdpased model
similar to theSUBJECTdata-model.

3. Metadata are embedded in the ER-model and inddes of model graph
representing the macrodata.

The conceptual schema of the macrodata is modejledlabeled and
marked DAG. Its nodes have the following semaritat( 4). The
corresponding proauction rules used for designifepaible DAG are of
the type (if a node is oftype A then it has as par@odes of type C and/or
A)

type of abstraction represented

Class of Statistical Object

Category Attribute

Statistical Classification
Class of Data
Data View

Aggregate

Grouping

Table 4 The node types of the CSM data model




3.5.5 SDM4S (Statistical Data Model basetha 4

Schema Concept)

This data model is devoted to macro- and metad&e conceptual
approach is strictly object-oriented. It has beewetbped and improved
over a couple of years. Similar ideas have beeerldped in order to
improve the semantics of data modelling. The cotscepan object graph
with formal definitions in an (infologica) languagealled INFOL, of a
metaobject graph with type, series and occurreanyer$ and of the so-
called alfa-beta-gamma-tau-analysis have beendated, which represent
metadata from a substantial, regional and tempmialt of view. The main
features of this model are the following:

The model considers only macro- and metadata.

- The macrodata are stored physically in a relalidatabase.

- The metadata are embedded in a statistical dettarthry (StDD). Its
logical structure is described by an object-oridr{feame-oriented) system
with 4 levels.

There are three classes of objects forming thediateonary frames.

- Statistical object

- Category value (domain)

- Summary value (domain).

The hierarchical structure is mapped by arcs otype

- a_kind_of representing a superclass-subclassoeship,

- iIs_a representing a class-instance relationship,

- a_part_of representing a whole-part relationship.



Note, that the definition of the »is-a« relationsid rather unusual. The
main manipulating facilities are:
» An editor for insert, update and delete operations.
» A browser uses the links between frames to explwestDD and to
list its items.
The statistical data-dictionary of the SDM4S isresgnted by a frame or
object-oriented system. It consists of 3 typeslagses (frames) and has 4

levels of abstraction.

(1) The data model levelroot level of the frames):
There exist 3 root levels :

- Statistical objects categorized by

* the categorical attributes with category values

« and the summary attributes with summary values
- Category Values (Domain)

- Summary Values (Domain)

(2) The Conceptual Level:
On this level the data is described which is cothcafy obtainable in the

realm (the real object world) of a database regasdof its availability.

Ex.:
Persons are categorized by sex, age and summarized by the population size, i.e. by counting the
number of persons classified according to their sex and age group.
Persons, Employees represent statistical objects on the conceptual level Age and Sex Category,
Population Size represent conceptual domains

Example 5: The Conceptual Level



(3) DB Schema Level:

On this level one describes which part of the cptca data is available as
actual and stored data in the SDB. There may bs dag to sparse data.
The distinction between conceptually obtainable artdal available data
makes it possible to give second best answergjtegy. For example, a
response could be »Census data on persons ndlaeadin a annual basis

but on a 10 years basis!«.

EX.:
Persons for Census are categorized by
sex = male/female
age = 5 years age group and summarizid wi
population = number with unit = 1000.
Persons for Census represent an actual statisbgzdt
5 years age group represent an actual domain

Example 6: DB schema Level

4) Instance Level
On this level the individual metadata and individeelues are described which are

linked to the objects on the instance level.

EXx.:
The metadata corresponding to a cell of airdutiensional table are kept here
together with the name
of the statistical object and the values efthtegorical and summary attributes.
Example 7: Instance Level



3.5.6 Modelling metadata using an eER-diagna
A comprehensive formal way to model metadata isstoan extended

entity relationship model (eERD). An eER diagram igraph which
consists ofhe nodes of type (rectangularyepresenting entity types or
classes of meta-objects which have similiar charastics.

The nodes of type (rhombsjepresenting types of sub- or supordinating as
well as a temporal preorderitige arcsreflecting structural and semantic
relationships between the metadata. The arcs ateethavith the maximum
complexity number.In order to simplify the notatithe eER diagram is
drawn without any characteristics, i.e. attribudéthe entity types of the
metadata. Of course, adetailed structure can bahzed by a stepwise
refinement of each subset of entity types or csBkis is demonstrated
below (Fig. 4).

The ER-diagram shown below (Fig. 5) is visualizthg attributes of the
(Meta) entity types (attribute), (statistical olijeend (file). It should be
considered as an example for a further refinemeah@ER-diagram. it
reflectsthe semantic, statistical and storage viawthe metadata.

The operations needed to create, update and expmreetadata are:

- loading, editing a metadata graph

- scrolling

- browsing

- searching

- zooming

- listing, printing, storing.
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4.0 Conclusion

With the introduction to basic concepts Statistiatgabase system, students
must have acquired the basic sense of the cemtpalrtance of statistical
databases in today’s information systems enviromnferd with this, they
should be able to design and model various Staiddiatabase for real life
situations.

5.0 Summary

In this unit we have learnt that:;

+*»*Basic features and different definitions of Statitdatabase system
and the operations for manipulating these strustuae well as certain

constraints that the database should obey.

**Various concepts of Statistical database policiesraodels were

extensively discussed.

** We also design Statistics database models foinudefining the

target state and the subsequent planning needetthe target state..

6.0 Tutor Marked Assignment

/

s 1. (a) Define Statistical database system

(b) Design a model to solve one real lifelyeon using a
Statistical database approach.

s 2. (a) Explain the basic concepts in Statistizabbase system.
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1.0 Introduction

A Statistical data analysis of Database can beechaut using Basic R-
Statistical function with little laborious configation. This analysis can be
made possible with the use of Statistical tablesgraphs for statistic
inferences. In the same manner, the organizati@nte€hnical meeting,
workshop, or conference involving submitted abssrac full-text
documents can be quite an onerous task. To gansef what topic each
submission addresses may require more than justhk glimpse at the title
or abstract. The use of automated indexing andné@xnhg revolutionises

the manner and speed of information assessmerdrgadization.

2.0 Obijective

At the end of this unit, you should be able to:
*» Appreciate the features of Statistical analysi®iacle performance
data using R database management system (RDBMS)
¢ Use High-Level Conceptual Data mining and the Se¢imaonference
organizer Database system.
s State the major concepts of Data mining and Deci$ree.
¢ Distinguishes between the major components of Bateng and

Semantic conferencing.



3.0 Statistical analysis of Oracle performase

data using R

R is without doubt the Open Source tool of chomestatistical analysis, it
contains a huge variety of statistical analysisitégues — rivalled only by

hugely expensive commercial products such as SAS&SS.

Installing R:

R can beinstall in linux as a standard package: On Windows, onemay
wishto use the Revolution R binariesAt times, there may trouble
installing the 32-bit binaries on the system ay ttenflicted with the 64-bit
JDBC. The easiest way to setup a connection tol®tacdnstall the RIDBC

package is hereby stated:

[oracle@GuysOEL ~]$ R

R version 2.12.1 (2010-12-16)

Copyright (C) 2010 The R Foundation for Statisti cal Computing
ISBN 3-900051-07-0

Platform: x86_64-redhat-linux-gnu (64-bit)

<snip>
Type 'demo()' for some demos, 'help()’ for on-li ne help, or
'help.start()' for an HTML browser interface to help.

Type 'q()' to quit R.

>install.packages("RJDBC")



Getting data from Oracle into R
Once R is installed, it's pretty simple to get dat# of Oracle and into R.
Here’s a very short snippet that grabs data fraerMBSQL table:

1: library(RJDBC)

. drv <- JDBC{oracle.jdbc.driver.OracleDrives"
: "lorall/home/jdbc/lib/ojdbc6.jay"

: conn <- dbConnect(drydbc:oracle:thin:@hostname:1521: servitesername"password)
. sgldata<-dbGetQuery(coni§ELECT cpu_time cpu,elapsed_time ela,disk_reags,ph

: buffer_getssmgis sorts

FROM V$SQL ")

2
3
4.
5:
6
7
8
9:
10: summary(sgldata)

Let’s look at that line by line:

Line Comments

1 The library command loads the RIDBC module, whithprovide connectivity to
Oracle.
3 We create a driver object for the Oracle JDB®@adti The second argument is the

location of the Oracle JDBC jar file, almost alway
$ORACLE_HOME/jdbc/lib/ojdbc6.jar.

6 Connect to the Oracle database using standar@ HoBnections strings

7 Create an R dataset from the result set of ayquarthis case, we are loading the
contents of the V$SQL table.

10 The R “summary” package provides simple desegstatistics for each variable in the

provided dataset.



Basic R statistical functions
R has hundreds of statistical functions, in thevalbexample we used
“summary”, which prints descriptive statistics. elbutput is shown below;

mean, medians, percentiles, etc:

> summary(sqldata)
CPU ELA PHYS BG
Min. : 0] Min. : 0] Min. : 0.00 Min. : 0.0
1st Qu.: 7999 1st Qu.: 8785 1st Qu.: 0,08 1st Qu.: 26.0
Median 27996 Median : 45206 Median : 1.00 Median 95.0
Mean . 233833 Mean » 1201422 Mean . 43.57 Mean : 1591.8
3rd Qu.: 114234  3rd Qu.: 216940  3rd Qu.: 4,00 3rd Qu.: 515.2
Max, 123293425 Max, » 137148243 Max. 0406, 00  Max, 1 233450.0
S0RTS
Min, B.00
1st Qu.: B.080
Median : 0,00
Mean : 9g8.24
3rd Qu.: 0,00
Max, 41317, 00
Figure 27.
Correlation

Statistical correlation reveals the associatiomvbet two numeric
variables. If two variables always increase oréase together the
correlation is 1; if two variables are absolutepdom with respect of each

other then the correlation tends towards 0.

correlationprints the correlation between every variable in he data set:



> cor(sgldata)

CPU ELA PHYS BG SORTS
CPU  1.0000000 ©.5671769 0.171615271 0.6031462 0.108103710
ELA  ©.5671769 1.0000000 ©O,138620797 0,3554638 0.042130199
PHYS ©.1716153 0.1386208 1.000000000 0.1667264 -0.003965153
BG 0.6031462 0.3554638 0.166726361 1.0000000 ©O.266164082
SORTS 0. 1081037 0.0421302 -0.003965153 0.2661641 1.000000000

Figure 28.

Correlation test calculates the correlation coefficand prints out the
statistical significance of the correlation, whadlows you to determine if
there is a significant relationship between the wanables. So does the

number of sorts affect response time? Let’s find o

= cor.test(sgldatatELA, sqldatas50RTS)
Pearson's product-moment correlation

data: sqgldata$ELA and sgldata$50RTS
t = 1.2942, df = 942,| p-value = 0,1959 |
alternative hypothesis: true correlation is not equal to O
95 percent confidence interval:
-0.02173442 0.10565239
sample estimates:
cor
0.0421302

Figure 29

The p-value is 0.19 which indicates no significaalationship — p values
of no more than 0.05 (one chance in 20) are usuvedjyires before we
assume statistical significance.



On the other hand, there is a strong relationship between CPU time and Elapsed time:
= cor. test(sgldatafELA, sgldatasCPU)

Pearson's product-moment correlation

data: sqldata%ELA and sgldatasCPu
t = 21,1363, df = 942,| p-value =< 2,2e-16
altermnative hypothesis: true correlation is not equal to O
95 percent confidence interval:
0.5222714 0.6089457
sample estimates:
cor
0.5671769

Figure 30

Plotting
plot prints a scattergram chart. Here’s the outpunhfpbot(sgldata$ELA,sqgldata$CPU):

R Graphics: Device 2 (ACTIVE)
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Regression

Regression is used to draw “lines of best fit” bedw variables. In the
simplest case, we use the “Im” package to creéteear regression model
between two variables (which we call “regdata’he example). The

summary function prints a summary of the analysis:

= regdata=-1lm(sqldatafELA~sqldatafPHY5)

> summa ry | I'E'l;|':|._=|t-_=| ]

Call:
Im{formula = sqldata%ELA ~ sgldatasPHYS)

Residuals:

Min 10 Median 30 Max
-16795575 -1054235 -1225858 -869114 132946019
Coefficients:

Estimate 5td. Error t walue Pri=|t])
(Intercept) 1059693. 4 235278.0 4.504 F.50e-06 ***
sgqldatasPHYS 3253.1 ¥57.2 4.296 1.92e-05 *¥%*

Signif. codes: © "#*¥' g Q601 *#*" ©.01 ‘%" ©0.605 '." 0.1 * " 1
Residual standard error: 71570080 on 942 degrees of Treedom

Multiple R-sgquared: 0.81922, Adjusted R-sgquared: 0.81817
F-statistic: 18.46 on 1 and 942 DF, p-value: 1.919e-05

Figure 32

This might seem a little mysterious if your statistis a bit rusty, but the
data above tells us that there is a significarmti@hship between elapsed
time (ELA) and physical reads (PHYS) and giveshasgradient and Y axis
intercept if we wanted to draw the relationshi¥d/e can get R to draw a

graph, and plot the original data by using the ptabline functions:



plot{sgldatafELA~sqldata$PHYS, xlab = "ELA", ylab = "Phys Reads", xLlog="TRUE",ylog="TRUE")
abline( regdata)

R Graphics: Device 2 (ACTIVE)

2
7
& ¥
[1+]

Phys Reads
2e+11 Je+11 4e+11 HSe+11
1 1 1

1e+11
|

Oe+00
|
o

0e+00 2e+07 4e4+07 Ge+07 8e+07

ELA

Figure 33

Testing a hypothesis

One of the benefits of statistical analysis is gan test hypotheses about
your data. For instance, what about we test thiénecently widely held
notion that the buffer cache hit rate is a goodsueaof performance. We
might suppose if that were true that SQL statemeittshigh buffer cache
hit rates would show smaller elapsed times thasdahath low buffer cache

hit rates. To be sure, there are certain hiddsamagtions underlying that



hypothesis, but for the sake of illustration lets& R to see if our data

supports the hypothesis.

Simple correlation is a fair test for this; all weed to do is see if there is a
statistically significant correlation between late and elapsed time.

Here’s the analysis:

» sgldata<-dbGetQuery(conn, "SELECT elapsed time ela, (buffer gets-physical read requests)/buffer gets hit ratio
+ FROM sql_data WHERE buffer_gets=0")

= cor. test(sqldata$ELA, sqldatagHIT RATIO)
Pearson's product-moment correlation

data: sqldata%$ELA and sqldatafHIT RATIO
t = -0.1446, df = 2796,|p-value = 0.885
alternative hypothesis: true correlation 1s not equal to 0
95 percent confidence interval:
-0,03978683  0.03432458

sample estimates:

cor
0.002734881

Figure 34

The correlation is close to 0, and the statissoghificance way higher
than the widely accepted .05 threshold for staasgignificance.
Statements with high hit ratios do not show staadlly significantly lower

elapsed times that SQLs with low hit ratios.



3.1 Statistical Data Mining and the Semardi

Conference Organizer

The organization of a technical meeting, workslagonference involving
submitted abstracts or full-text documents canltan onerous task. To
gain a sense of what topic each submission addresag require more
than just a quick glimpse at the title or abstrdbe use of automated
indexing and text mining can revolutionize the mamand speed of
information assessment and organization. In #asi@n, the use of Latent
Semantic Indexing (LSI) for probing and labellingnéerence abstracts
using an intuitive Web interface and client-serméernal software design

using grid-based middleware such as NetSolve,nsoastrated.

3.1.1 Background
Creating a conference manually can be a burdensaskeAfter all papers

have been submitted, the human organizer mustgiorp the papers into
sessions. The session topics can be decided behane or after the
organizer has a feel for the material covered enghpers. And since the
average conference has around one hundred pajpengted to it, the
organizer must shuffle these papers between topics) to find a
workable fit for the papers and the sessions talwthiey are assigned. Of
course, one person trying to fit fifty to one huedipapers into about
twenty sessions will lose context very quickly. 8hing rapidly between
sessions will cause confusion, and renaming sessioassigning different
topics may cause the entire conference to get kmgoMany times the

human organizer will only work with document suratgs such as an



abstract or simply the paper title, so often papeitdoe misclassified due
to summarization errors.

Also note that a significant amount of time musspent reading and re-
reading abstracts to remember what each paperjsctub. Manually
creating a conference takes anywhere from a dayateek or longer. With
such a combinatorial problem confronting the persbn manually
organizes the conference, the need for some saritomated assistance is

justified in hopes of reducing the hours spentregating a conference.

3.1.2 Latent Semantic Indexing
In order for the Semantic Conference Organizeretodeful, it must replace

the most time-consuming of tasks undertaken wheatitrg a conference—
reading. There are several techniques and algaitisad in the field of
information retrieval that enable relevant docuradatbe retrieved to meet
a specific need without requiring the user to reach document. The
model used by the Semantic Conference Organiatest semantic

indexing or LSI.

Once the document collection is received, it mespérsed into bare words
calledtokens All punctuation and capitalization is ignored.dddition,
articles and other common, non-distinguishing wa@ndsdiscarded. In
effect, each document is viewed as a bag of wgods which operations
can be performed. Once the bag of words has besreth a term-by-
document matrix is created where the entries ofrtaix are the weighted
frequencies associated with the corresponding tetime appropriate

document.



The weight of a term within a document is a nontiggavalue used to
describe the correlation between that term anddnesponding document.
A weight of zero indicates no correlation. In gexieeach weight is the
product of a local and global component. A simpistethod of obtaining
weights is to assign the local component as tlguércy of the word

within the document and the global component asap®f the proportion
of total documents to the number of documents irclvthe term appears.
Such a method is known as a tf-idf (term frequeinoygrse-document
frequency) weighting scheme. The aim of any schisn@ measure
similarity within a document while at the same timeasuring the

dissimilarity of a document from the other docunsenithin the collection.

’3 Semantic Conference Organizer - Microsoft Internet Explorer
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3.2 Data Mining and Decision Tree

since Data Mining is all about automating the psscef searching for
patterns in the data. It is necessary to known kwpatterns are interesting,
which might be mere illusions and how can theyXxygated? And the

answer will turn out to be the engine that drivesision tree learning.

3.2.1 Learning Decision Trees

A Decision Tree is a tree-structured plan of ao$eittributes to test in order
to predict the output, and to decide which attesiiould be tested first,
simply find the one with the highestformation gain.

A small dataset: Miles Per Gallon

mpg | cylinders displacement | horsepowser  weight acceleration | modelyear maker

good 4 low low low high T5lo7E asia
bad 6 medium medium medium  |medium TtoT74 america
bad 4 medium medium medium | low ToloTE europe
40 bad 8| high high high low T0io74 america
bad 6| medium medium medium  |medium ThioT4 america
bad 4 low medium low medium ThioT4 asia
RECD I'CIS bad 4 low medium low low T0io74 asia
bad 8| high high high low Tolo7s amerca
bad 8| high high high low T0ioT4 amerfica
good 8| high medium high high 79083 amernca
bad 8| high high high low Tolo7s amerca
good 4 low low o low Toiod3 amernca
bad 6| medium medium medium | high T5io7s america
good 4 medium low low low 791083 amernca
good 4! low low medium  high Toiod3 amernca
bad 8| high high high low T0to74 amernca
good 4 low medium o medium Tolo7s europs
bad 5| medium medium medium | medium ToloTE europe

Table 5: Table of Dataset
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mpg values:

bad  good

raot
22 18

pchance

=0.001

The final tree

|

cylinders = 3 || cylinders = 4 cylinders = 5 | cylinders =6 | cylinders =8
oo 4 17 1 0 g0 9 1
Predict bad | pchance = 0135 |Predict bad  Predict bad | pchance = 0.083
/ /
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Summary of Basic Decision Tree Building
BuildTree(DataSet,Output)
o If all output values are the same in DataSetirnea leaf node that says
“predict this unique output”
o If all input values are the same, return a leadfenthat says “predict the
majority output”
* Else find attribute X with highest Info Gain
» Suppose X has nX distinct values (i.e. X hag arX).

 Create and return a non-leaf node withchXdren.

» The i'th child should be built by callifguildTree(DSi,Output)
Where DSi built consists of all those records ind3st for which X = ith

distinct value of X.

4.0 Conclusion

There’s tons of data in our Oracle databases thdtdenefit from
statistical analysis — not the least the perforreatata in the dynamic
performance views, ASH and AWR. We use statistiestis in Spotlight on
Oracle to extrapolate performance into the futune @ set some of the
alarm thresholds. Using R, you have easy accab® tmost sophisticated
statistical analysis techniques and as | hopedhawn, you can easily

integrate R with Oracle data.



5.0 Summary

In this unit we have learnt that:

* How to useStatistical analysis tools in database system aliéation
of related information (data) in a structured wajng ‘R’ method

+» Statistical Database analysis is a tool of progifaath manages the
database structure and that control shared aczéiss tata in the
database.

* The advantages include controlling redundamegtricting
unauthorized access, saving time etc, with fletijhieconomies of
scale, and potential for enforcing standards, ameesof the

implications of Statistics database approach.

6.0 Tutor Marked Assignment

1. (a) Differentiate between the following:

(i) Data mining and information (ii) Sem& conferencing and
database management.
(b) Demonstrate a real life situation whgna can use statistical
analysis to solve human’s problem.
2. (a) What are the characteristics of Semamtinferencing.

(b) Mention the advantages of using Decision Tree management.
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1.0 Introduction

In this unit, it is imperative for us to take a koat the unique security issues
that relate to statistical databases and know Wayatabase administrator
must prevent, or at least detect, the statistisat who attempts to gain
individual information through one or a series w@ttistical queries.

The security problem of a statistical database Istit the use of the
database so that no sequence of statistical qussedficient to deduce

confidential or private information.

Statistical databases often incorporate suppodeanced statistical
analysis techniques, such as correlations, whidheyond SQL. They also
pose unigue security concerns, which were the fo€asuch research,
particularly in the late 1970s and early to mid @98n a statistical
database, it is often desired to allow query acoasto aggregate data,

not individual records.

And securing such a database is a difficult problgnce intelligent users
can use a combination of aggregate queries toalerfermation about a

single individual. Some common approaches are:

only allowing aggregate queries (SUM, COUNT, AV@ &V, etc.)
rather than returning exact values for sensitiva tlike income, only
return which partition it belongs to (e.g. 35k-40k)

return imprecise counts (e.g. rather than 141 d=coret query, only
indicate 130-150 records met it.)

don't allow overly selective WHERE clauses



audit all users queries, so users using systenrgxtty can be
investigated
use intelligent agents to detect automatically jprapriate system use

2.0 Obijective

At the end of this unit, you should be able to:
¢ Students should be able to use the features ofy(Restriction,
Partitioning, Perturbation and information leakafieatabase
management system (DBMS)
% Use High-Level Conceptual Query Denial and Infoiorateakage.
+ State the major conce@®erturbation and Query restriction.
s Draw the major components of Perturbation, Naming

Conventions and Design Issues in data gemant system

3.0 Overview of Statistical Database

A statistical database (SDB) is one that providea of a statistical nature,
such as counts and averages. The satistical databasés used in two

contexts:

Pure statistical databaseThis type of database only stores statistical
data. An example is a census database. Typicaltgsa control for a
pure SDB is straightforward: Certain users are @u#kd to access

the entire database.



Ordinary database with statistical accessThis type of database
contains individual entries; this is the type ofatese discussed so far
in this chapter. The database supports a populafiaon-statistical
users who are allowed access to selected portidihe aatabase

using DAC, RBAC, or MAC. In addition, the databasgports a set

of statistical users who are only permitted statdiqueries. For these
latter users, aggregate statistics based on therlyimdy raw data are
generated in response to a user query, or mayesegbculated and

stored as part of the database.

It is essentially important to know that, desidratatistical database
should utilize a statistical security managemedailifg to enforce the
security constraints at the conceptual model ldnébrmation revealed to
users is well defined in the sense that it canagtroe reduced to non-
decomposable information involving a group of induals. In addition, the
design also takes into consideration means ofrgjdhie query information
for auditing purposes, changes in the databases' ks®wledge, and some

security measures.

For the purposes of this section, we are conceongdwith the latter type
of database and, for convenience; refer to themaSDB. The access
control objective for an SDB system is to providgens with the aggregate
information without compromising the confidentigldf any individual
entity represented in the database. The secuntylgm is one of inference.

The database administrator must prevent, or at ¢edsct, the statistical



user who attempts to gain individual informatiorotigh one or a series of

statistical queries.

For this discussion, we use the abstract modelrefational database table
shown as Figure 5.7. There &téndividuals, or entities, in the table aktl
attributes. Each attribu® has f\| possible values, witk; denoting the

value of attribute for entity;. Table 5.3, taken from an example that we use
in the next few paragraphs. The example is a dagabantaining 13

confidential records of students in a universiigtthas 50 departments.

{a) Dhatabase with Statistical Access with N = 13 Students

MName Sex Major Class SAT (8 L
Allen Female Cs LOR0 a0 34
Baker Female EE LOR0 520 2.5
Cook Male EE 1078 (30 35
Davis Female s 1978 w0 4.0
Evans Male Bio 19749 00 22
Frank Male EE 1981 580 3.0
Good Male 5 1978 700 38
Hall Female Psy 1979 580 28
lles Male s 1981 G 32
Jones Female Bio 19749 750 ER
Kline Female Psy L8] SO0 2.5
Lane Male EE 1978 A0 30
Moore Male 5 1079 (30 35

(h) Attribute Values and Counts

Attribute A Possible Values A
Sex Male, Female 2
Major Bio, C5, EE, Psy.. . . S0
Class 1978, 1979, 1980, 1981 4
SAT 310,320,330, . . .790, 800 30
GP 0.0,0.1,02,...39.40 41

Table 6: Ordinary Database with Statistical Access
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Figure 38. Abstract Model of a Relational Databaes

Statistics are derived from a database by meaasludiracteristic
formula, C, which is a logical formula over the values ofibtites. A
characteristic formula uses the operators OR, Aaid, NOT (+, -, ~),
written here in order of increasing priority. A cheteristic formula

specifies a subset of the records in the databasexample, the formula
(Sex = Male) - ((Major = CS) +&)dr = EE))

specifies all male students majoring in either €&B. For numerical
attributes, relational operators may be used. kample, GP> 3.7)
specifies all students whose grade point averageesls 3.7. For simplicity,
we omit attribute names when they are clear frontexd. Thus, the

preceding formula becomes Male - (CS + EE).

Thequery setof characteristic formul&, denoted as X), is the set of
records matching that characteristic. For exanipleC = Female - CS,

X(C) consists of records 1 and 4, the records forrAdled Davis.



A statistical query is a query that produces aeahiculated over a query
set. Table 5.4 lists some simple statistics thatbeaderived from a query
set. Examplesount(Female - CS) = Zum(Female - CS, SAT) = 1400.

Some Quertes of a Statistical Database

Name Formula Description
couni(C) | X(C| Number of records in the query sel
sum(C, 4;) E % Sum of the values of numerical attribute A, over all the records
FEXIC) in X{C)
rlreq(C) ount () . .
: - 'v’t ' Fraction of all records that are in X(C)
1
avg(C.A) sum(C, A Mean value of numerical attribute A, over all the records
count(C) in X(C)
median (C, ‘41? The || X [C'}I.,-*'E] largest value of attribute over all the records
in X{C). Note thal when the query set size is even, the median
is the smaller of the two middle values. [ x] denotes the
smallest integer greater than x.
max(C A) Max (x;) Maximum value of numerical attribute A, over all the records
. iEX(0 ;
in X(C)
min (C, A)) Min (x;) Minimum value of numerical attribute A, over all the records
| iHa n X(0)

Note: C = a characteristic formula, consisting of a logical formula over the values of attributes X = query set of
(. the set of records satisfying €

Table 7: Some Queries of a Stdittsl Database

3.1 Inference from a Statistical Database

A statistical user of an underlying database oividdal records is

restricted to obtaining only aggregate, or stat#fidata from the database



and is prohibited access to individual records. inference problem in this
context is that a user may infer confidential imfiation about individual
entities represented in the SDB. Such an inferencalled acompromise
The compromise is positive if the user deducewv#hee of an attribute
associated with an individual entity and is negatithe user deduces that
a particular value of an attribute is not assodiatéh an individual entity.
For example, the statistetim (EE- Female, GP) = 2.5 compromises the
database if the user knows that Baker is the alyale EE student.

In some cases, a sequence of queries may reveahiation. For example,
suppose a questioner knows that Baker is a fentalgtident but does not
know if she is the only one. Consider the followseguence of two

queries:

count (EE - Female) =1
sum (EE - Female, GP) = 2.5

This sequence reveals the sensitive information.

The preceding example shows how some knowledgesioigde individual
in the database can be combined with queries tatgrotected
information. For a large database, there may beofemo opportunities to
single out a specific record that has a uniquefeharacteristics, such as
being the only female student in a department. A@oangle of attack is
available to a user aware of an incremental chémtfee database. For

example, consider a personnel database in whickuimeof salaries of



employees may be queried. Suppose a questionerskim@following

information:

Salary range for a new systems analyst with a Bffedeis $[50K,
60K]
Salary range for a new systems analyst with a Mf8eaeis $[60K,
70K]

Suppose two new systems analysts are added t@yhellpand the change
in the sum of the salaries is $130K. Then the guest knows that both

new employees have an MS degree.

In general terms, the inference problem for an $BB be stated as
follows. A characteristic functio@ defines a subset of records (rows)
within the database. A query usi@grovides statistics on the selected
subset. If the subset is small enough, perhaps&sgergle record, the
guestioner may be able to infer characteristics sihgle individual or a
small group. Even for larger subsets, the natugracture of the data may

be such that unauthorized information may be rel@as

3.2 Query Restriction

SDB implementers have developed two distinct apgrea to protection of

an SDB from inference attacks (Figure 5.8):
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Figure 39: Approaches to Statistical Database Security

Query restriction: Rejects a query that can lead to a compromise.
The answers provided are accurate.
Perturbation: Provides answers to all queries, but the answers a

approximate.

We examine query restriction in this section andypbation in the next.
Query restriction techniques defend against infezdyy restricting
statistical queries so that they do not reveal asefidential information.

Restriction in this context simply means that s@ueries are denied.



Query Size Restriction

The simplest form of query restriction is queryesigstriction. For a
database of siz8 (number of rows, or records), a quelg) is permitted

only if the number of records that maiClsatisfies
k=XC)|=N-k

wherek is a fixed integer greater than 1. Thus, the os®y not access any
query set of less thdnrecords. Note that the upper bound is also needed.
DesignatéAll as the set of all records in the databasg(Qj is disallowed
because |X@)| k, and there is no upper bound, then a user can wemafL)
=g(All) = g("C). The upper bound di - k guarantees that the user does not
have access to statistics on query sets of lesktrecords. In practice,
queries of the formy(All) are allowed, enabling users to easily access

statistics calculated on the entire database.

Query size restriction counters attacks based onsmall query sets. For
example, suppose a user knows that a certain dwhVi satisfies a given
characteristic formul& (e.g., Allen is a female CS major). If the query
count(C) returns 1, then the user has uniquely identifielchen the user
can test whethdrhas a particular characterisbicwith the querycount(C-
D). Similarly, the user can learn the value of a atioal attributeA for |

with the querysum(C, A).

Although query size restriction can prevent triaftacks, it is vulnerable to

more sophisticated attacks, such as the use atkdr. In essence, the



guestioner divides his or her knowledge of an imtligl into parts, such
that queries can be made based on the parts wiiaating the query size
restriction. The combination of parts is calletlaecker, because it can be
used to track down characteristics of an individU& can describe a
tracker in general terms using the case from teequting paragraph. The
formulaC-D corresponds to zero or one record, so that theyque
count(C-&) is not permitted. But suppose that the fornttilean be
decomposed into two par®s= C1-C2 such that the query sets for baih
andT = (C1-"C3 satisfy the query size restrictiofigure 5.9illustrates
this situation; in the figure, the size of the @rcorresponds to the number
of records in the query set. If it is not known i§ uniquely identified by C,

the following formula can be used to determineofint(C) = 1.
count(C)=count(C1)—count(T)(5.2)

That is, you count the number of record€ihand then subtract the
number of records that are@1 but not inC2. The result is the number of
records that are in bothl andC2, which is equal to the number of records
in C. By a similar reasoning, it can be shown that s determine whether
| has attribute D with

count(C - D) = count(T +; C1 - D)-count(T)

For example, in Table 5.3, Evans is identifieddby Male-Bio-1979. Leit= 3 in
Equation 501. We can uSe= (C1- "C3 = Male: ~ (Bio- 1979). BotlE1 andC2 satisfy
the query size restriction. Using Equations (5r®) €.3), we determine that Evans is
uniquely identified by C and whether his SAT saarat least 600:



count(Male - Bio - 1979) = count(Male) — count(Male - ~ (Bio- 1979))
=T7T—-6=1
count((Male - Bio - 1979) « (SAT = s00)) =
count((Male - ~ (Bio +1979) + (Male - (SAT = 600)))

—count{Male + ~ (Bie-1979)=6—-6=10

Figure 40: Example of Tracker

In a large database, the use of just a few quesiles/pically be inadequate
to compromise the database. However, it can be ishioat more
sophisticated tracker attacks may succeed evensidarge databases in

which the threshold# is set at a relatively high level [DENN79].

We have looked at query size restriction in somaileecause it is easy to
grasp both the mechanism and its vulnerabilitieaufber of other query
restriction approaches have been studied, all aéwimave their own
vulnerabilities. However, several of these techagjun combination do

reduce vulnerability.



Query Set Overlap Control

A query size restriction is defeated by issuingropsein which there is
considerable overlap in the query sets. For exagmplene of the preceding
examples the query sets Male and Male- ~ (Bio- 16V6rlap significantly,
allowing an inference. To counter this, the quetyarerlap control

provides the following limitation.

A queryq(C) is permitted only if the number of records thatamC

satisfies

XiCiNX)|=r

for all g(D) that have been answered for this user, and whisra fixed

integer greater than 0.

This technique has a number of problems, inclutiegfollowing
[ADAMS89]:

1. This control mechanism is ineffective for prevegtthe cooperation
of several users to compromise the database.

2. Statistics for both a set and its subset (e.gpatlents and all patients
undergoing a given treatment) cannot be releabed,limiting the
usefulness of the database.

3. For each user, a user profile has to be kept ujate.



3.3 Partitioning

Partitioning can be viewed as taking query setlaperontrol to its logical
extreme, by not allowing overlapping queries at\Alith partitioning, the
records in the database are clustered into a nuafilmeutually exclusive
groups. The user may only query the statisticapgrives of each group as a
whole. That is, the user may not select a subsatgpbup. Thus, with
multiple queries, there must either be completelapgtwo different

gueries of all the records in a group) or zero layeftwo queries from

different groups).
The rules for partitioning the database are as\dl

1. Each groups hasg = |G| records, wherg = 0 org> n, andg even,
wheren is a fixed integer parameter.

2. Records are added or deleted frGmm pairs.

3. Query sets must include entire groups. A queryrsst be a single

group or multiple groups.

A group of a single record is forbidden, for ob\daeasons. The insertion
or deletion of a single record enables a user itoigéormation about that
record by taking before and after statistics. A&aample, the database of
Table 5.3a can be partitioned as shown in TableBebause the database
has an odd number of records, the record for Kiimebeen omitted. The
database is partitioned by year and sex, exceptdh&978, it is necessary

to merge the Female and Male records to satisfgéisegn requirement.



Sex Class

1978 1979 1984 1981

IFemale 2 ? i

Vlale 2 {l

[

Table 8 Partitioned Database

Partitioning solves some security problems butduwese drawbacks. The
user’s ability to extract useful statistics is reeld, and there is a design

effort in constructing and maintaining the partigo

3.4 Query Denial and Information Leakage

A general problem with query restriction techniqisethat the denial of a
guery may provide sufficient clues that an attadeer deduce underlying
information. This is generally described by saytingt query denial can

leak information.

Here is a simple example from [KENTO05]. Supposé¢ tha underlying
database consists of real-valued entries and thaegy is denied only if it

would enable the requestor to deduce a value. Nppwase the requester

poses the quersum(xl, x2, x3) and the response is 15. Then the requester

gueriesmax(x1, X2, x3) and the query is denied. What can the requester
deduce from this? We know that thax(x1, x2, x3) cannot be less than 5
because then the sum would be less than 15. Buax{x1, x2, x3) > 5, the

guery would not be denied because the answer wmilceveal a specific



value. Therefore, it must be the case thak(x1, x2, x3) = 5, which

enables the requester to deduce xfiat x2 =x3 = 5.

[KENTOS5] describes an approach to counter thisatneferred to as
simulatable auditing. The details of this approach are beyond the sobpe
this chapter. In essence, the system monitord #tleoqueries from a given
source and decides on the basis of the queriesr sm$ed whether to deny
a new query. The decision is based solely on tsity of queries and
answers and the specific new query. In decidingtindreo deny the query,
the system does not consider the actual valueatabdse elements that will
contribute to generating the answer and therefoes ehot consider the

actual value of the answer.

Thus, the system makes the denial decision sofeth® basis of
information that is already available to the reqele&he history of prior
requests). Hence the decision to deny a query td@aloany information.
For this approach, the system determines whethecaltection of database
values might lead to information leakage and dethiegjuery if leakage is
possible. In practice, a number of queries wilbleaied even if leakage is
not possible. In the example of the preceding pagdy this strategy would
deny themax query whether or not the three underlying valuesawequal.
Thus, this approach is more conservative in thiasties more denials than

an approach that considers the actual values iddtabase.



3.5 Perturbation

Query restriction techniques can be costly andldfieult to implement in
such a way as to completely thwart inference astagkpecially if a user
has supplementary knowledge. For larger databasss)pler and more
effective technique is to, in effect, add nois¢hte statistics generated from
the original data. This can be done in one of tvaysMFigure 5.8): The
data in the SDB can be modified (perturbed) smasaduce statistics that
cannot be used to infer values for individual relsprve refer to this as
data perturbation. Alternatively, when a statistical query is matihe,
system can generate statistics that are modifad those that the original
database would provide, again thwarting attemptgio knowledge of

individual records; this is referred to @stput perturbation .

Regardless of the specific perturbation technitjuedesigner must attempt
to produce statistics that accurately reflect theaulying database. Because
of the perturbation, there will be differences betw perturbed results and
ordinary results from the database. However, ttad igdo minimize the
differences and to provide users with consistesults. As with query
restriction, there are a number of perturbatiohnégues. In this section, we

highlight a few of these.

Data Perturbation Techniques
We look at two technigues that consider the SDBet@ sample from a
given population that has a given population distion. Two methods fit

into this category. The first transforms the dasablay substituting values



that conform to the same assumed underlying prétyadbistribution. The
second method is, in effect, to generate statifitics the assumed

underlying probability distribution.

The first method is referred to data swapping In this method, attribute
values are exchanged (swapped) between record§ficient quantity so
that nothing can be deduced from the disclosuredividual records. The
swapping is done in such a way that the accuraey lefast low-order
statistics is preserved. Table 5.6, from [DENN&2pws a simple example,
transforming the database D into the database B trEimsformed database
D has the same statistics as D for statistics ddrfxom one or two
attributes. However, three-attribute statisticsravepreserved. For
examplecount(Female:- CS- 3.0) has the value 1 in D but theav@lin D.

) )2
Record Sex Major GP Sex Major GP
1 Female Bio 4.0 Male Bio 4.0
2 Female s 30 Male Cs 30
3 Female EE 30 Male EE 30
4 Female Psy 4.0 Male Psy 4.0
5 Male Bio 30 Female Bio 30
f Male S 4.0 Female S 4.0
7 Male EE 4.0 Female EE 4.0
il Male Pay 30 Female Psy 30

Table 9 Example of Data Swapping



Another method is to generate a modified databas®yihe estimated
underlying probability distribution of attribute ls&s. The following steps

are used:

1. For each confidential or sensitive attribute, daiae the probability
distribution function that best matches the dathestimate the
parameters of the distribution function.

2. Generate a sample series of data from the estindatesity function
for each sensitive attribute.

3. Substitute the generated data of the confidentiabate for the
original data in the same rank order. That is stimallest value of the
new sample should replace the smallest value iotiigenal data, and

SO Oon.

Output Perturbation Techniques

A simple output perturbation technique is knowmaaslom-sample
qguery. This technique is suitable for large databaséssasimilar to a
technique employed by the U.S. Census Bureau. ddietque works as

follows:

1. A user issues a quegyC) that is to return a statistical value. The
query set so defined C).

2. The system replace§C) with a sampled query set, which is a
properly selected subsetX(C).



3. The system calculates the requested statisticeaampled query set

and returns the value.

Other approaches to output perturbation involveludating the statistic on
the requested query set and then adjusting theaaingwor down by a given
amount in some systematic or randomized fashidmfAhese techniques
are designed to thwart tracker attacks and oth&clks that can be made

against query restriction techniques.

With all of the perturbation techniques, there mogential loss of accuracy

as well as the potential for a systematic bias@results.

Limitations of Perturbation Techniques

The main challenge in the use of perturbation tephes is to determine the
average size of the error to be used. If thereadittle error, a user can
infer close approximations to protected valuethdferror is, on average,
too great, the resulting statistics may be unusd#dea small database, it is
difficult to add sufficient perturbation to hidetdavithout badly distorting
the results. Fortunately, as the size of the damlaows, the effectiveness

of perturbation techniques increases.

The last-mentioned reference reported the followasglt. Assume the size
of the database, in terms of the number of datasiter records, is. If the
number of queries from a given source is linedheosize of the database
(i.e., on the order af), then a substantial amount of noise must be atired

the system in terms of perturbation, to preservdidentiality. Specifically,



suppose the perturbation is imposed on the sysyeadding a random
amount of perturbatiogx . Then, if the query magnitude is linear, the
perturbation must be at least of order. This amount of noise may be
sufficient to make the database effectively unusadbwever, if the

number of queries is sublinear (e.g., of orde), then much less noise must
be added to the system to maintain privacy. Fargel database, limiting

gueries to a sublinear number may be reasonable.

4.0 Conclusion

As we all know that Computer security and Statistical database management
system is the life wire of any existing organization. With the introduction to
basic concepts Statistics database system and Gengacurity, students
must have acquired the basic sense of the cemtpalrtance of statistical
databases in today’s information systems environferd with this, they
should be able to design and model various Staidliatabase system to
safeguard crackers in real life situations

5.0 Summary

In this unit we have learnt that:

s A general problem with query restriction technigjigethat the denial
of a query may provide sufficient clues that aa@er can deduce
underlying information.

* The main challenge in the use of perturbation teghes is to

determine the average size of the error to be uk#dtkre is too little



error, a user can infer close approximations toquted values.
Fortunately, as the size of the database growsftbetiveness of
perturbation techniques increases.

+ Partitioning can be viewed as taking query setlapecontrol to its
logical extreme, by not allowing overlapping quera all.

A statistical user of an underlying database diviiual records is
restricted to obtaining only aggregate, or statatidata from the

database and is prohibited access to individualrdsc
6.0 Tutor Marked Assignment

1. (a) Differentiate between the following:
(i) Query Denial and Information leakage (ii) Statistical Database and

Query restriction management.
(b) What did you understand by the termti@aning’?
2. (a) What are the characteristics of Pertuoipadipproach?

(b) Mention the advantages of using Perturbation technique over other

methods.

7.0 Further Reading and Other Resources

Dorothy E. Denning, Secure statistical databas#srandom sample
gueries, ACM Transactions on Database Systems ()Oxffume 5, Issue
3 (September 1980), Pages: 291 — 315.

Wiebren de Jonge, Compromising statistical databeessgponding to
gueries about means, ACM Transactions on Databasterss, Volume 8,
Issue 1 (March 1983), Pages: 60 — 80.



Dorothy E. Denning, Jan Schlérer, A fast procedardinding a tracker in
a statistical database, ACM Transactions on DataBsgstems, Volume 5,
Issue 1 (March 1980) . Pages: 88 — 102.

CCSP Self-Study: Advanced AAA Security for CiscoulRy Networks By
John Roland

Unwitting Collaborators: Series Introduction By RkaFiore, Jean Francois

Intrusion Detection Systems by Earl Carter

Module 3 Application of Statistical Database Syem

Unitl SPEA SMART Airport StatisticalData
Management System (SMART STAT)

1.0 Introduction

2.0 Objective

3.0 Uses of the Airport Statistical D&tanagement System

3.1 Benefits of the Airport Statisticahfa Management
System

3.2 Outline of the Airport Statistical @dvlanagement
System

3.3 Features and Functionalities of thAB



4.0 Conclusion

5.0 Summary

6.0 Tutor Marked Assignment

7.0 Further Reading and Other Resources
1.0 Introduction

The SPEA Smart Airport Statistical Data Management Systm
(SMART STAT) is an intelligent system that transforms raw flighd
Airport operational data into management informati®TAT performs
statistical analysis on flight and Airport operatib data and makes data

available to other SMART systems.

Figure 41: Diagram of SPEA Smart Airport Statstical Data Management System



2.0 Objective

At the end of this unit, you should be able to:

*» Appreciate the uses of the Airport Statistical Ddanagement
System.

+» State the major concepts in Airport Statisticaldbaise System.

s Draw the major components of Airport Statisticaamdgement
Diagrams, Naming Conventions and Design Issueata d
management system

s Explain what Airport Statistical database modellisabout

* Mention benefits of Airport Statistical Managem&ystem.

3.0 Uses of the Airport Statistical Data
Management System

Evaluate the current status of ground handling atjpmenrs.
Optimize the deployment of existing Airport resasc
Determine future need for additional Airport resmas.

Consolidate data for billing.

3.1 Benefits of the Airport Statistical @&ta
Management System

Improved tactical and strategic planning.

Improved management decision making.



Reduced operating cost and capital required fopdkirexpansion.
Availability of concise structured information froooistomized
reports.

Flexibility in accessing data using standard quanguages.
Accurate and precise information for billing.

Authorized users can access information via wotksta or the

Internet.

3.2 Outline of the Airport Statistical Daa

Management System

The SPEA Smart Airport Statistical Data Managengydtem (SMART
STAT) is an intelligent system that transforms féght and Airport
operational data into management information. Thiktyato manipulate
and perform statistical analysis on historical dedan any source is a
powerful tool for Airport Management. It allows thdo evaluate the
current status of ground handling operations andake informed

decisions on current and future operations anduresaequirements.

Simple selections allow the user to run queriesasal create useful
customized reports on data within the SMART sysaewh other Airport
databases. SMART STAT allows users to access tiadase via Standard
Query Language (SQL). Microsoft .Net, Open Datalfa@enectivity
(ODBC), Java Database Connectivity (JDBC) and other

The following flight data is available for statisdl analysis:



Flight information - flight number, flight date amdtline.

Complete flight routing - scheduled time of depeetand arrival for
all Airports, including multiple city/leg flights.

Flight qualification - flight type, traffic typephding type and service
type.

Aircraft information - aircraft type, aircraft resgration number and
aircraft configuration.

Passenger information - terminating/transfer/titapassengers,
passengers per weight category, passengers pglacidspecial
requirements.

Baggage information — number and type bags, midhanand
irregularities.

sLoad information - mail, cargo, crew and passesger

Times - scheduled times, estimated times, touchnrdake-off times,
block on/off times, red times, zone-in times androing/last
call/flight closed times.

Resources allocated to the flight - check-in cotmteoarding gate,
baggage reclaim belt and parking stand.

Punctuality and regularity - flight delays and getades.

SMART STAT integrates fully with the Airport Opeiatal DataBase
System (SMART AODB) and other SMART Systems andrhiaices with
other Airport databases. Data is immediately abéaldor analysis as it is
recorded in any database. The Airport Billing Sgs(&MART BILL)
extracts data from SMART STAT for accurate billi@jatistical data can

also be exported to any other billing software afedt at the Airpor



3.3 Features and Functionalities of the STAT

High performing and secure Oracle 10g database.

Access the database via SQL, Microsoft . Net, ODHIBC and
other.

User-friendly and highly configurable Windows braxdased
Graphical User Interface (GUI).

Comply with International Air Transport AssociatiiTA)
standards.

Full seamless integration with all SMART Systems.
Robust, reliable and scalable system.

Supports concurrent users and is accessible frgnaathorized
workstation.

Data can be automatically backed-up on differerdiengy/pes.

4.0 Conclusion

With the overview of the Airport database managdrsgstem,
individuals and organizations can uncover hiddecgsses,
methodologies, as well as the benefits of manatyjieny data, which they

can use to predict the behaviour of customers,ymsdand processes.



5.0 Summary

In this unit we have learnt that:

s How to use Statisticalatabase system in an Airport.

% How to design a model for an Airport Statisticalt&lzase Management
system, which is a collection of programs that nganthe database
structure and that control shared access to tlzeiddhe database.

¢ The various benefits that can be derived in udmgsystem, like
controlling redundancyestricting unauthorized access, saving time etc,
with flexibility, economies of scale, and potentfiat enforcing

standards, are some of the implications of data@pgeoach.

6.0 Tutor Marked Assignment

1. (a) What are the benefits of Airport databas@agement system?
2. (a) What are the characteristics of Airpotatlase approach?

(b) Mention the advantages of using Airport database management

approach over other methods

7.0 Further Reading and Other Resources

SPEA SMART Airport Passenger and Baggage Manage8ystéms
SPEA SMART Airport Resource Utilization Systems

SPEA SMART Airport Technology Support Systems

SPEA SMART Airport Data Management Systems



Statistical Data Management System
Semantic Message Processor System
Airport Operational DataBase System
Airport Departure Control System
Airport Operational DataBase System
Airport Resource Management System
Airport Stand Allocation System

Airport Baggage Reconciliation System



