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INTRODUCTION

ECO 311: Research Methods is a three-credit anesemester undergraduate course
for Economics student. The course is made up ofirli& spread across 15-lecture
weeks. This course guide tells you how importargeaech is to students of
economics, and how statistical tools can be appfhiesblving some basic economic
problems. It tells you about the course materiald how you can work your way
through these materials. It suggests some genaidélmes for the amount of time
required of you on each unit in order to achieve tourse aims and objectives
successfully.

COURSE CONTENT

This course is basically an introductory course Research Methods. The topics
covered includes definition and meaning of reseai@tus of research, the research
problem, nature of research, data acquisition, dassification, data summarization,
information in research, statistical sampling 1&ampling distribution of mean and

proportion, simple estimation, concept of hypothgesignificance level, hypothesis
testing, other test of hypothesis, concept of stl@nd report writing. As it is, the

course will take you through the definition of rasgh to research report writing.

COURSE AIMS
The aims of this course is to give you in-deptharsthnding of Research Methods as
regards:
I.  Fundamental concept and practices of research agtho
ii.  To familiarize students with the purpose and protsiénherent in research
issues.

lii.  To stimulate students’ understanding of decisioRintausing research
methods.

Iv. ~ To explain to the students, the use of data inarebeand how they are
sourced.

v. To expose the students to ethics and report wrikingsearch.

COURSE OBJECTIVES

To achieve the aims of this course, there are dwapectives which the course is out
to achieve though, there are set out objectives&mh unit. The unit objectives are
included at the beginning of a unit; you shoulddré@aem before you start working

through the unit. You may want to refer to themimgiryour study of the units to

check on your progress. You should always look atheunit objectives after

completing any. This is to assist you in accomjighthe tasks involved in this

course. In this way, you can be sure you have adreg was required of you by the
units. The objectives serve as study guides; sehstudent could know if he/she is
able to grab an understanding of each unit thrdbghsets objectives. By the end of
the course period, you are expected to be able to:



define research, state it's important and discasgptoblems of research
define data, identify the various sources, explaegndata collection
methods, and its measurement

explain data classification, summarization, andnifgortance to
economics

discuss also the methods of data classificationsantmarization such as
frequency, pie charts, measures of centre tendeaoi@ dispersions
explain what sampling theory is all about, anddHierence between
sample and population in research issues

explain what constitute population in researchhoes
distinguish between census and samples, and igehéfvarious modes of
sampling

discuss sampling distribution about mean and ptagpor

examine the applicability of central limit theoréonmean and proportion,
and the essence of expected value and standamtidavin real life
situation

analyse the essence of estimation as a tool adtgtat inference, the
types, and their properties

explain the concept of hypothesis and its appbeain research to arrive
at dependable outcomes

discuss the ethical issues in research, the rofgayis

discuss research report writing.

WORKING THROUGH THE COURSE

To successfully complete this course, you are reduto read the study units,
referenced books and other materials on the course.

Each unit contains self-assessment exercises caflfdAssessment Exercises (SAE).
At some points in the course, you will be requined submit assignments for
assessment purposes. At the end of the courseisheifaal examination. This course
should take about 15weeks to complete and some aoenps of the course are
outlined under the course material subsection.

Course Material
The major component of the course, what you hawmtand how you should allocate your
time to each unit in order to complete the coutseeassfully on time are listed below:

agrwbdE
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Study unit
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Study Unit

There are 19 units in this course which shouldtbdied carefully and thoroughly.

Module 1 Concept and Nature of Research Mebds

Unit 1: Definition and Meaning of Raseh

Unit 2: Focus of Research

Unit 3: Research Problem

Module 2 Research Writing

Unit 1: Research Topic

Unit 2: Literature Review

Unit 3: Theoretical and Conceptual FrameworkResearch

Module 3Data Analysis in Research

Unit 1: Collating Data for Presentatio

Unit 2: Data Collecting Scales

Unit 3: Operationalizing and Data Arsas

Module 4 A Guide to Statistics in Research

Unit 1 Descriptive Statistics

Unit 2 Test in Statistical Analysis

Unit 3 Central of Tendency and otHegher test in Statistics
Module 5 Managing a Research Project: The ReseardProposal & Report
Unit 1: Planning the Research Project

Unit 2: Concepts of Ethics

Unit 3: Report Writing

Module 6 Referencing System in a Research Report

Unit 1: Referencing System

Unit 2: Different Citation Links

Unit 3: The Reference List/Type

Each study unit will take at least two hours, anich¢lude the introduction, objective,
main content, self-assessment exercise, conclusiommary and reference. Other
areas border on the Tutor-Marked Assessment (TMAgstions. Some of the self-
assessment exercise will necessitate discussi@msborming and argument with
some of your colleges. You are advised to do sorgter to understand and get

acquainted with historical economic event as welatable periods.

There are also textbooks under the reference dmat (@n-line and off-line) resources

for further reading. They are meant to give youitmiahl information if only you can

lay your hands on any of them. You are requiredttaly the materials; practice the

self-assessment exercise and tutor-marked assign(fi®tA) questions for greater

and in-depth understanding of the course. By dsmgthe stated learning objectives

of the course would have been achieved.
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TEXTBOOK AND REFERENCES
For further reading and more detailed informatidoowd the course, the following
materials are recommended:

Aborisade, F. (1997A Student Handbook. Ibadan.

Adegoke, N (2012)Research Methods in Social Sciences. Lagos: Prime Target
Limited.

Adeleke, J.O (2010)The Basics of Research and Evaluation Tools.Ogba, Lagos:
Somerest Ventures.

Anaekwe, M.C. (2002)Basic Research Methods and Satisticsin ~ Education  and
Social Sciences. Enugu: Podiks Printing and Publishing Company.

Asika, N. (1991).Research Methodology in the Behavioral Sciences. Longman Nig.
Plc, pp9o0.

Babbie, (2001).The Practice of Social Research. Balmont: Wardsowrth Publishing

Company

Best, J.W. & Ali, A. (1983)Research in Education (7"ed.). New Delhi:  Prentice
Hall of India, 20-23.

Best, J.W.& Kahn, J.V. (2006). Research in Education. Boston: Pearson Education
Inc.

Ghosh, B. (1992).<ientific Method and Social Research. New Delhi: Sterling
Educational Publishers: pp183-198.

Emeka, I. A. (2004)Basic Seps for Quality Research Projects. Lagos: Noble-Alpha
International.

Ikekhua, T.l. & Yesufu, J.F. (1995xposing Research Methods in Education Sudy
and Reporting Aid for Students and Beginning Researchers. Warri: Ar B10
Publishing Limited.

Nkpa, N. (1997).Educational Research for Modern Schikars. Enugu: Fourth
Dimension Publishers.

Olaitan, S.O0. & Nwoke, G.I. (1988Practical Research Methods in Education.

Onitsha: Summer.

Osuala, E.C. (1982ntroduction to Research Methodology. Onitsha: Africana-Fep
Publisher.

Ujo, A.A. (2000). Understanding Social Research in Nigeria: A non-Quantitative
Approach. Nigerian Joyce publishers, pp28 34.

ASSIGNMENT FILE

Assignment files and marking scheme will be madalable to you. This file presents
you with details of the work you must submit to yautor for marking. The marks
you obtain from these assignments shall form playboar final mark for this course.
Additional information on assignments will be foumdthe assignment file and later
in this Course Guide in the section on assessment.

There are four assignments in this course. Thedourse assignments will cover:
Assignment 1 - All TMAS’ question in Units 1 — 8 @dules 1and 2)

Assignment 2 - All TMASs' question in Units 9 — IMddule 3 and 4)

Assignment 3 - All TMAs' question in Units 18 — (dodule 5)
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PRESENTATION SCHEDULE

The presentation schedule included in your couratemals gives you the important
dates for this year for the completion of tutor-kmag assignments and attending
tutorials. Remember, you are required to submityallr assignments by due dates.
You are to guide against falling behind in your kor

ASSESSMENT
There are two types of assessment in this courgst Bre the tutor-marked
assignments; second, there is a written examination

In attempting the assignments, you are expectegpdy information, knowledge and
techniques gathered during the course. The assigsnmeust be submitted to your
tutor for formal assessment in accordance withdéredlines stated in the Presentation
Schedule and the Assignments File. The work younstuto your tutor for assessment
will count for 30 % of your total course mark.

At the end of the course, you will need to sit &final written examination of three-
hour duration. This examination will also count ¥@% of your total course mark.

TUTOR-MARKED ASSIGNMENTS (TMAS)

There are four tutor-marked assignments in thisrssmuYou will submit all the
assignments. You are encouraged to work all thestopres thoroughly. The TMAs
constitute 30% of the total score.

Assignment questions for the units in this coursecantained in the Assignment File.
You will be able to complete your assignments fribra information and materials
contained in your set books, reading and studysukibwever, it is desirable that you
demonstrate that you have read and researched widedy than the required

minimum. You should use other references to halseoad viewpoint of the subject
and also to give you a deeper understanding afubgect.

When you have completed each assignment, senoggfhter with a TMA form, to
your tutor. Make sure that each assignment reagbes tutor on or before the
deadline given in the Presentation File. If for amgson, you cannot complete your
work on time, contact your tutor before the assignins due to discuss the possibility
of an extension. Extensions will not be grantee@rathe due date unless there are
exceptional circumstances.

FINAL EXAMINATION AND GRADING

The final examination will be of three-hour duratiand have a mark of 70% of the
total course grade. The examination will consisfjuéstions which reflect the types of
self-assessment practice exercises and tutor-mask@nlems you have previously
encountered. All areas of the course will be agskss

Revise the entire course material using the tintesden finishing the last unit in the
module and that of sitting for the final examinatitm. You might find it useful to



review your self-assessment exercises, tutor-madssignments and comments on
them before the examination. The final examinatiowers information from all parts
of the course.

COURSE MARKING SCHEME
The Table presented below indicates the total m@®8%) allocation.

Assignment Marks
Assignments (Best three assignments out of fourisha 30%
marked)

Final Examination 70%
Total 100%

Course Overview
The Table presented below indicates the units, murobweeks and assignments to
be taken by you to successfully complete the couiresearch Methods (ECO 311).

Units Title of Work Week's Assessment
Activities (end of unit)

Course Guide

Module 1Concept and Nature of Research Methods

1 Definition and Meaning of Research Week 1 Assigniii

2 Focus of Research Week 1 Assignment 3
3 Research Problems Week 2 Assignment 3
Module 2Research Writing

1 Research Topic Week 3 Assignment 3
2 Literature Review Week 3 Assignment 3
3 Theoretical and Conceptual Week 3 Assignment 3

Framework in Research

Module 3Data Analysis in Resedrc

1 Collating Data for Presentation Week 4 Assignngent
2 Data Collection Scales Week 5 Assignment 2
3 Operationalizing & Data Analysis Week 5 Assigni2n
Module 4 A Guide to Statistics in
Research
1 Descriptive Statistics
2 Test in Statistical Analysis
3 Central of Tendency and other Highér

Test in Statistics

Module 5 Managing a Research Project

1 Planning the Research Project Week 6 Assignment|2

2 Concept of Ethics Week 7 Assignment 2

3 Report Writing Week 8 Assignment 2




Module 6  Referencing System in a Research Repo
1 Referencing System Week 12 Assignment 2
2 Different Citation Links Week 13 Assignment 3
3 The Reference List/Types

Total 13 Weeks

GETTING THE MOST FROM THIS COURSE

In distance learning the study units replace thigeusity lecturer. This is one of the
great advantages of distance learning; you can seat work through specially
designed study materials at your own pace andiateaand place that suit you best.
Think of it as reading the lecture instead of hatg to a lecturer. In the same way that
a lecturer might set you some reading to do, theystinits tell you when to read your
books or other material, and when to embark onudsion with your colleagues. Just
as a lecturer might give you an in-class exergisey study units provides exercises
for you to do at appropriate points.

Each of the study units follows a common formate Tinst item is an introduction to
the subject matter of the unit and how a particulait is integrated with the other
units and the course as a whole. Next is a setavhing objectives. These objectives
let you know what you should be able to do by thetyou have completed the unit.
You should use these objectives to guide your styen you have finished the unit
you must go back and check whether you have aathinesobjectives. If you make a
habit of doing this, you will significantly improwsour chances of passing the course
and getting the best grade.

The main body of the unit guides you through tlgguneed reading from other sources.
This will usually be either from your set booksfmm a readings section. Some units
require you to undertake practical overview of dnistal events. You will be directed
when you need to embark on discussion and guidedgh the tasks you must do.
The purpose of the practical overview of some getgstorical economic issues are
in twofold. First, it will enhance your understangdi of the material in the unit.
Second, it will give you practical experience arklls to evaluate economic
arguments, and understand the roles of historyuidimgg current economic policies
and debates outside your studies. In any event; ofidbe critical thinking skills you
will develop during studying are applicable in natnworking practice, so it is
important that you encounter them during your ssdi

Self-assessments are interspersed throughout itee and answers are given at the
ends of the units. Working through these tests élp you to achieve the objectives
of the unit and prepare you for the assignmentstaadgxamination. You should do
each self-assessment exercises as you come taheistudy unit. Also, ensure to
master some major historical dates and events glihe course of studying the
material.

The following is a practical strategy for workingrough the course. If you run into
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any trouble, consult your tutor. Remember that yotor's job is to help you. When
you need help, don't hesitate to call and ask wdor to provide the assistance.

ok

1. Read this Course Guide thoroughly.
2.

Organize a study schedule. Refer to the "Coursevieve for more details.
Note the time you are expected to spend on ead¢randihow the assignments
relate to the units. Important information, e.gtadle of your tutorials, and the
date of the first day of the semester is availéifde study centre. You need to
gather together all this information in one plasech as your dairy or a wall
calendar. Whatever method you choose to use, youldllecide on and write
in your own dates for working breach unit.

Once you have created your own study scheduleyelything you can to stick
to it. The major reason that students fail is ttety get behind with their
course work. If you get into difficulties with yowschedule, please let your
tutor know before it is too late for help.

Turn to Unit 1 and read the introduction and thgaciives for the unit.
Assemble the study materials. Information abouttwimar need for a unit is
given in the "Overview' at the beginning of eaclit.uviou will also need both
the study unit you are working on and one of yair®oks on your desk at the
same time.

Work through the unit. The content of the unit litdeas been arranged to
provide a sequence for you to follow. As you wdrkough the unit you will be
instructed to read sections from your set bookstleer articles. Use the unit to
guide your reading.

Up-to-date course information will be continuouslglivered to you at the
study centre.

Work before the relevant due date (about 4 weeksrdalue dates), get the
Assignment File for the next required assignmemefKin mind that you will
learn a lot by doing the assignments carefully.yTin@ve been designed to help
you meet the objectives of the course and, thezefwill help you pass the
exam. Submit all assignments no later than theddie

Review the objectives for each study unit to caonfihat you have achieved
them. If you feel unsure about any of the objestiveview the study material
or consult your tutor.

10.When you are confident that you have achieved #suobjectives, you can

then start on the next unit. Proceed unit by umbugh the course and try to
pace your study so that you keep yourself on sdeedu

11.When you have submitted an assignment to your fotomarking do not wait

for it return "before starting on the next unit®dg to your schedule. When the
assignment is returned, pay particular attentioyiolar tutor's comments, both

on the tutor-marked assignment form and also writb@ the assignment.

Consult your tutor as soon as possible if you lmawequestions or problems.

12.After completing the last unit, review the coursel grepare yourself for the

final examination. Check that you have achieveduhi objectives (listed at
the beginning of each unit) and the course objestiflisted in this Course
Guide).
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TUTORS AND TUTORIALS

There are some hours of tutorials (2-hours sessmnosided in support of this course.
You will be notified of the dates, times and looatiof these tutorials. Together with
the name and phone number of your tutor, as sooyoasare allocated a tutorial

group.

Your tutor will mark and comment on your assignnsehkeep a close watch on your
progress and on any difficulties you might encoyné@d provide assistance to you
during the course. You must mail your tutor-markegignments to your tutor well
before the due date (at least two working daysregeired). They will be marked by
your tutor and returned to you as soon as possible.

Do not hesitate to contact your tutor by telephaeail, or discussion board if you
need help. The following might be circumstanceswinich you would find help
necessary. Contact your tutor if you.

 do not understand any part of the study unitherassigned readings

* have difficulty with the self-assessment exergise

* have a question or problem with an assignmertt) wour tutor's comments on an
assignment or with the grading of an assignment.

You should try your best to attend the tutorialsisTis the only chance to have face to
face contact with your tutor and to ask questiohsciv are answered instantly. You
can raise any problem encountered in the courgewfstudy. To gain the maximum
benefit from course tutorials, prepare a questisinbefore attending them. You will
learn a lot from participating in discussions aelyv

SUMMARY

The course, Research Methods (ECO 311), exposestoydhe basic concept of
research methods wherein issues like definition mm@@ning of research, focus of
research, the research problem, nature of resedaitdn acquisition, data classification,
data summarization, information in research, gdtesis sampling 1&ll, sampling
distribution of mean and proportion, simple estiomat concept of hypothesis,
significance level, hypothesis testing, other t#shypothesis, concept of ethics and
report writing, will be discussed. Thereafter itahenlighten you about decision
making as regard fundamental economic problemisdarsbociety.

On successful completion of the course, you wowdehdeveloped critical research
skills with the material necessary for efficientdaeffective discussion of research
iIssues. However, to gain a lot from the coursegaday to apply whatever you learn
in the course to term papers writing in other aspé@conomics courses. We wish
you success with the course and hope that youindllit fascinating and handy.
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MODULE 1 CONCEPT AND NATURE OF RESEARCH METHO DS

Unit 1: Definition and Meaning of Research
Unit 2: Focus of Research
Unit 3: Research Problems

UNIT | DEFINITION AND MEANING OF RESEARCH

CONTENTS

1.0 Introduction
2.0 Objectives
3.0 Main content
3.1 Meaning of Research
3.2  Economic Research
3.3  Characteristics of Research
3.4  Purposes of Research
4.0 Conclusion
5.0 Summary
6.0 Tutor Marked Assignment
7.0 References and Further Readings

1.0 INTRODUCTION

You may be questioning in your mind what researslalbout. You May also have
been thinking that research as something out ofrtwenal, not meant for the use
of the layman in the society. You may have seereaesh, just like every other
person, as something which carries with it the antof activity usually engaged
in by the intelligent, and beyond the capabilitytbé average individual.

If you are among the many people who see reseaschoaething which is done
mainly by persons who are refined, and/or an agstiexclusively left for Scholars in
the higher institutions of learning, we can confidge say that you have been having the
wrong notion.In this piece, you will be exposedstmme views about research as an
activity which is not far from the routine ritualf @ll normal thinking of human
being. You will see researchby and large as a gsad finding out answers to a
number of problems.

As a result of this, you will understand and sege@ch as a task which is useful.

2.0 OBJECTIVES

By the end of this unit, you will be able to:
e explain and conceptually define research
e discuss features of research
e explain the purposes of research



3.0 MAIN CONTENT

3.1 Meaning of Research

Research has been described by many scholar®trofways, according to types and areas.
Research is the process of applying reliable swistito problems through a planned and
systematic collection, analysis and interpretatbrata (Osuala, 1982). The key words in
Osuala’s definition are planned and systematic, theg are vital in the understanding of
what research is about. It then implies that; nededs considered as a logical scientific
thinking. This shows that any study that is undestaby any person cannot be regarded as a
research until it is subjected to some scientifetimds of doing research (i.e. following the
rules of carrying out researches).

Research can also be considered as a processkofgsaaswers to imaginary questions using
scientific methods of inquiry to produce good resliltherefore shows that, when you use
scientific methods of research to solve problenasiryputcomes will be more efficient than
the one arrived at using either trial-and-erroeratts or “short-run” approaches. In this case,
the researcher may have violated the rules guidisgarch organization.

According to Leedy (1997) research is the systamatocess of collecting and analyzing
information (data) in order to increase our underding of the phenomenon with which we
are concerned or interested. Leedy states furtheindaw what research is not about. That it is
not:

mere information gathering;

mere transformation of facts from one locationriotaer;

mere searching for information;

a catch-word used to get information.

According to Best and Kahn (1995), research issysematic and objective analysis and
recording of controlled observations that may léadhe development of generalizations,
principles or theories, resulting in prediction gyaksibly ultimate control of events. In line

with Best and Kahn's opinion, Fagboungbe (1993)indsf research as a quest for new
knowledge pertinent to identified interest or peyhlthrough the application of the scientific

approach or process of investigation.

3.2  Significance of Research

All progress is born of inquiry. Doubt is often tetthan overconfidence, for this leads to

inquiry, and inquiry leads to invention. Increasathounts of research make progress
possible. Under this context, the significanceesiearch can better be understood. Explained
below are some of the major significances of ragear

e The role of research in several fields of appliedm®mics, whether related to
business or to the economy as a whole, has greatlgased in modern times. The
increasingly complex nature of business and goventrhas focused attention on the
use of research in solving operational problemsseBech, as an aid to economic
policy, has gained added importance, both for gowent and business.

e Research provides the basis for nearly all goventnp®licies in our economic
system. For instance, government’s budgets repaiih on an analysis of the needs
and desires of the people and on the availabifingeenues to meet these needs. The
cost of needs has to be equated to probable revesm this is an aspect where
research is mostly welcomed. Through research welesise alternative policies and

2



can as well examine the consequences of each ¢ Hiternatives. Decision-making
may not be a part of research, but research chrtnilitates the decisions of the
policy maker. Government has also to chalk out gognes for dealing with all
facets of the country’'s existence and most of thaldoe related directly or indirectly
to economic conditions. The plight of cultivatothe problems of big and small
business and industry, working conditions, trade®mractivities, the problems of
distribution, even the size and nature of defeneesices are matters requiring
investigation. Thus, research is considered nepgsath regard to the allocation of
nations’ resources.

e Research has its special significance in solvingoua operational and planning
problems of business and industry. Operations reseand market research, along
with motivational research, are considered cruaml their results assist, in more than
one way, in taking business decisions. Market reses& the investigation of the
structure and development of a market for the psgpof formulating efficient
policies for purchasing, production and sales. @j@ns research refers to the
application of mathematical, logical and analytitathniques to the solution of
business problems of cost minimization or of praféximization or the combination
of the two called optimization problems. Motivatidmesearch of determining why
people behave as they do is mainly concerned wilkeh characteristics. In other
words, it is concerned with the determination oives underlying the consumer
(market) behaviour. All these are of great helpe&ople in business and industry who
are responsible for business decisions making. d&Relsewith regard to demand and
market factors has great utility in business. Gikaawledge of future demand, it is
generally not difficult for a firm, or for an indurg to alter its supply schedule within
the bounds of its anticipated capacity. Market gsialhas become an essential device
of making business policy these days. Businessdiudg which eventually results in
a projected profit and loss account, is foundedharily on sales estimates which in
turn depend on business research. Once an organizstable to project her sales,
efficient production and investment programmes leauplanned, this will include the
purchasing and financing plans. Research, thusgaeg intuitive business decisions
by more logical and scientific decisions.

e Research is equally significant for social scigatis studying social relationships and
in seeking answers to various social problemsrdvides the intellectual satisfaction
of knowing a few things just for the sake of knosge and also, it has practical utility
for the social scientist to know for the sake ahbeable to do something better or in
a more efficient manner. Research in social scenise concerned with both
knowledge for its own sake and knowledge for whatain contribute to practical
concerns. “This double emphasis is perhaps espe@ppropriate in the case of
social science.” On the one hand, its respongitakt a science is to develop a body of
principles that make possible the understandingpadiction of the whole range of
human interactions. On the other hand, becausetsofacial orientation, it is
increasingly being looked to for practical guidameeolving immediate problems of
human relations.

3.3 Objectives of Research
The purpose of any research is to find solutiongprmblems through the application of
scientific procedures. The main purpose of rese@do find out the truth which is not



known and which is yet to be revealed. Though easkarch study has its own specific
purpose, we may think of research objectives dsdainto a number of groups. These
include:

3.4

To gain acquaintance with a phenomenon or to hadengtandings into it (studies
with this object in mind are tagged exploratoryfamativeresearch);

To show accurately the features of a particulaividdal, situation or a group (studies
with this objective are known as descriptiveresegrc

To determine the rate at which something occuraithr which it is associated with

something else (studies with this kind of objectiie view are known as

diagnosticresearch);

To test a hypothesis of a causal relationship betwevo or more variables (such
studies are referred to as hypothesis-testingrelsear

Characteristics of Research

According to Leedy (1997), Research is not merelextion of facts whether

from

reference books, from the library, from histad documents, from

guestionnaire or even from the internet. Howeveis iwhen the information gotten
from such exercise is organized in such a way wffpr solutions to the problem it
is intended to resolve. In view of this, let comsidome basic features of research.

Anaekwe (2002) listed and explained some basitfes of research. These include:

It is Systematic in nature: That is, the steps taken in carrying out
research have to be sequential and logical. Ansetlsteps can be repeated by
another researcher to ascertain the outcomes efittier investigation.

It is objective: This means that data gathered are recorded asdmpeel as obtained.
The biases, prejudices, beliefs or interests ofésearcher and/or the society are not
allowed to affect the research result.

Its report is precise: Research report does not encourage the use oSwoatl are
capable of giving multiple interpretations and m#&ling outcomes.

It is tested/measured: Research is not speculative, but definite. It heréfore
imperative that data collected for research musimkeasurable and tested against a
specified hypothesis.

It is replicated/ verifiable: Results or findings of a research can be verifigd
another researcher that is interested in the repbrs can be done by going through
the data used in the study or the processes indoMae research can be replicated by
re-administering the same instrument or similatrureent of data collection to the
same subjects or similar group of subjects. Regdinaof research allows for the
authenticity or otherwise of the former outcome.

Inaddition to those features explained above asmglyy Anaekwe (2002), Best and Kahn
(1995), also discussed the characteristics of res¢a make clearer the meaning of research.
According to the duo, the basic features of arlimswvs:

() Research emphasizes the development of generatizaprinciples or theories that

will be helpful in predicting future occurrences.

(i) Research is based upon observable experience oiricahpevidence. Research



demands accurate observation and description

(i Research involves gathering new data from @nynor first-hand source or using
existing data for a new purpose

(iv)Research is often characterized by carefully desiggrocedures that apply rigorous
analysis

(v) Research requires expertise

(vi)Research strives to be objective and logical, apglgvery possible test to validate
the procedures employed, the data collected andaihelusions reached.

(vii) Research involves the quest for answered to urvedg@roblems

(viii) Research is characterized by patient and activity

(ix) Research is carefully reported and recorded

(X) Research requires courage.

SELF-ASSESSMENT EXERCISE1

i. Define Research
ii.  List and explain five features of research.
iii.  List and explain some importance of Research.

4.0 CONCLUSION

You have learnt in this unit that research is acde#or solution to problems. It is a process of
arriving at dependable solutions to problems thhoplgnned, systematic collection, analysis
and interpretation of data. Also, you have leahnat tall progress is born of inquiry. Doubt is
often better than overconfidence, which leads tuiny, and inquiry leads to invention.
Increased amounts of research make progress mmsalbthese explain the significances of
research. We have discussed in this unit that, magn objective among others is that;
research helps to find solution to problems viaciargific process. Also mentioned in this
part are the features of Research which as bestgdliand explained. Once again, it is
important to note that, mere collection of factbether from reference books, from readings
in library historical documents or from questionmraiis not research, unless the information
derived from these sources is used in solving giobl

5.0 SUMMARY

In this unit, you have read some of the definitiaofsresearch. However, you have to
remember that research is one which includes fattis testable, verifiable, purposeful and
activity-oriented. In other words, research canolue those activities or processes which
allow one to systematically test and/or obtain dybof information, as knowledge about the
issue is required to proffer solution to the idkati problems. You also have learnt about the
characteristics of research in which you noted thesearch is objective, precise,
testable/measurable, replicable/verifiable etc. Yawe also seen the various purposes of
research in this unit.

6.0 TUTOR MARKED ASSIGNMENT

1. All progress is born of inquiry. Doubt is often tegtthan overconfidence,
which leads to inquiry, and inquiry leads to invent And increase amount of
research make progress possible. Discuss?



2. Discuss any five characteristics of research atasqu by Anaekwe.
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1.0 INTRODUCTION

In the preceding unit just concluded (unit 1), theaning and nature of research methods
have been discussed. In this aspect, you shalbdienly at the Focus of Research. The
Focus of research entails research process, iffesand its diverse nature. It provides a
clear understanding of the systematic procedureishalways followed in the course of
research studies. As a scientific method of ingasion, research uses investigative
methods which are consistent with the basic proesdand operating conceptions of
science.

In any field of study in the social sciences (Eaoits, Business, Sociology, etc.) where
researches are conducted, the process followddaysan adoption of the basic research
process which utilizes the approach of scientifimking and necessarily goes about its
nature of problem analysis in a series of lay d@rocedures. The major goal of these
processes is to arrive at dependable, valid amabtelresults to some identified problems
in the society.

You will therefore notice that, research in all tharious academic fields share in the
values of the culture of science. These procedareslogically sequential with one
process leading to the other, all for the same qeep

In this section, you will learn about the steps&ofollowed in conducting research, the
types of research and the relevance of researdigeria.

2.0 OBJECTIVES

By the end of this unit, you will be able to:
e explain the steps in the research process
e discuss the types of research

e enumerate the limitations involved in the appleatiof scientific method in
research.



3.0
3.1

MAIN CONTENT
Steps in Research Process

Any research carried out in any field of study bepplied or basic is understood to be
conducted using scientific method. It therefore mnsethat, researchers may take the under
listed steps in the course of carrying out any asse activities. These steps should not be
considered strictly as the only satisfactory seqaelNou, as a researcher or research worker
or even your institution may adopt some modificagiof the research process. Let us now
consider these steps:

Identification of a Problem:

This process is cumbersome and difficult step seaech process. It involves the

discovery and definition of research problem orbgms which deals with issues of

sufficient consequence to warrant investigatiore problem must be such that can be
solved through scientific investigation. It shouldt be a problem which requires

‘Yes’ and ‘No’ answers. Examples of research protsleare: What is the rationale for

the persistence deficit budget in Nigeria? Is thgeNan capital market a barometer
for measuring her development?

Review of Related Literature:

After a problem has being identified, what followesthe review of related literature.
Literature review is the detailed understandingtied problem area by consulting
some books, magazines, journals, etc. already istegice as regard the identified
area. This will enable you get some backgroundrmétion about the problem area.
Also the review of related literature will also pgfou in the following ways:

1 removes replication of what has already been,done

2 guide your formulation of research hypotheseguastions, and

3 sharpen your focus of the study as well as gwe msight as to whether the
problem is researchable or not and the type of lprno® you may encounter in the
process and how to take care of them.

Formulating Hypotheses and/or Research Questions:

This calls for clear and concise logical aspecthefproblem in an attempt to sharpen
your focus on the problem. It involves the conjeicty of the relationship between the
concepts and variables identified in the probleime Tiypothesis serves as a tentative
answer to the problem. It can be from the resulemploying logical processes of
deduction and induction to formulate an expectatibthe outcome of the study.
Selecting the Research Design: This implies the selection of the appropriate
research approach for the investigation. A aesedesign can be a specification of
operations for the testing or verification of thgpbtheses under a given set of
conditions and of procedures for measuring varg@ble involves the selection 'of
persons or things to be studied. Examples can berigdve survey, experimental,
guasi-experimental, factorial designs etc.

Collection of Data: This stage aims at collecting relevant informationmeasuring
the selected variables and for building up a boflyadid and reliable knowledge
about the variables or the research topic It ineslvthe construction and
administration of the measuring instruments. Preminamong the techniques are
interviews, questionnaires, observations, testsgacales, documentary sources and
records. You will learn more of these as we gorotiis course.



e Data Analysis and Interpretations: Data analysis implies extracting the required
information which will serve to answer the reseagciestions or test the hypotheses
from the data collected and presented earlier. ddta collected must be reduced,
arranged and presented in an organized form foy easlysis, using suitable
statistical techniques. This will enable you to gyate some research findings from
which conclusions and generalizations are drawnu Yan employ the use of
computers and/or calculators for easy and accdiatteanalysis.

e Discussion of Research FindingsResearch findings from the analysis of data are
discussed to justify, interpret, explain and furthiee development of theories for
knowledge. This discussion is done in the context direction of the information
gathered in the process of literature review. Yan see that literature review is very
important in this respect as it makes for very sbamd balanced discussion of
findings.

e Conclusion and RecommendationsAt this stage, you are expected summarize the
whole research and draw conclusions from your figdi and to make policy
recommendations of your findings as generated fyour samples to the larger
population. You will have to bear in mind that theneration of valid findings,
making of correct generalization and useful recomuagions for possible
applications in the society brings about progressievelopment.

e Writing the Research Report: This is the final state of activities in the prosed
conducting a research. The outcomes of your relsesntivity are made known to
the public in a form that is clearly understood.isTantails a clear and concise
presentation of the research procedures. Resegpolt mwriting is fully discussed in
unit two (2) of module five (5).

SELF-ASSESSMENT EXERCISE
List and explain the steps entail in a research.

3.2 Types of Research

Research, be it social, economic, business, etcofavarious kinds. These categorizations
are done on the basis of goals, methods, evidesmogsanalyses of research. Discussed
below are some of the types of research categoorethe basis of methods, goals and
others.

3.2.1 On the Basis of Goal
Researches that are grouped on the basis of gohbaic and applied research. These are:

e Basic Research:
This is a type of research, also known as fundaahemwisearch which deals with the
gathering of empirical data that can be used tonddate, expand or evaluate theory. Its
primary concern is to advance knowledge with naarégo it practical application. It is
concerned with the construction and developmentedries in all fields of study which
may lead to principles formulation and general@atihat brings about understanding. It is
fundamental because, researches in this categagw leom nothing to what adds to
knowledge, open new areas of thinking and estab@ishew principles to organize nature.
Outcomes from this type of research may be usehe@ both economic and social issues



in the society. This type of research is at tinedens as pure research.
e Applied Research

As the name implies, it is the application of rés\theories and laws) from basic research
to solve basic problems in all form of human endeas. For instance, the application of
theory of demand in the field of Health Economiesascertain the demand for healthcare
services in the Nigeria. It is a research perfarnrerelation to actual problems which

occur in the field and under the conditions in vahitiey are found in practice. Other

categories of researches that can be seen asf papled research are:

e Action Research:
This is a kind of research done by researchersrtdfep solutions to practical local
problems. A good example is an organization intecesn finding solution to her falling
sale volume, etc. A researcher could be calleditestigate issue, and the problem will be
sorted out. This type of research is directed aeldping new skills, finding new answers
or approaches to solve problems of current condeismpractical and directly relevant to an
actual life situation. It is basically a small-sa@lresearch formed to address limited local
issues.

e Evaluation Research:

This is another form of research that is employg@difganizations, educational outfits, etc.,
to apprise and assess the various programmes miegoput in place. For instance, a
systemic evaluation of the practice of some prognes in the school system may
necessitate modifications in the requirements asiitips of the education ministry. Also,
most business owners would want to ascertain theamreon investment (ROI) on their
various investments and ventures. This form ofaegeis not as popular as the rest because
appraiser and assessment of investments and ventralways on regular basis not
necessarily for the purpose of research.

3.2.2 On the Basis of Method
We have just seen above types of research classeddang to goal. Now we want to
consider researches that are grouped accordirgettethnique analysis (i.e. methodology)
engaged. Thus we have:

e Experimental Research
This is a case of research where the exogenougégelated) variables are manipulated to
observe the effects on the endogenous variableserlies to determine possible outcomes
given certain conditions. There are two groups,etk@erimental or treatment group and the
control group. The experimental group receivestthatment while the control group may
not receive any treatment. The difference is natetiused.

e Ex- Post Factor Research
In this kind of research, certain variables mogieesmlly the exogenous are not easily
manipulated either directly or indirectly. In facihdomization is not even possible. This is
because most variable occurred in their naturahfdExamples of Such variable are sex,
race, intelligence, ability, creativity, personglisocio-economic status, etc. these variables
cannot be easily manipulated. At times this typeeskarch is called causal comparative
studies.

e Descriptive Research
This is a class of research that is concerned thehdescription and interpretation of
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existing relationships, attitudes, practices, psses, trends, etc., also with the comparison
of variables. In this case, no attempt is madetioence variables. Descriptive research is
further classified thus:

1. Surveys:

This is a type of research which allows informatitata assemblage using tools and
procedures known. These methods of data gathemmjudie questionnaires, tests,
checklists, rating scales, score cards, inventomsrviews, etc. The study can be used to
ascertain the nature of a phenomenon from a relgtlarge number of cases. For example,
if you want to know the opinion of people as regacdessibility of healthcare in Nigeria,
survey research will be used to reach the targdieage. Most of the times, the entire
population will be too large to handle. So researghuse sampling method to get a true
representative of the entire population called danpat will give the attribute of the
population to make the needed inference. You wilbw about sample and methods of
sampling as the study progresses.

2. Documentary Analysis:

In this form of descriptive research, documents asxbrds are examined for relevant
information. Official gazettes, minutes of meetingeports of panels and blueprints can be
examined. Content analysis of curriculum materadd classroom lessons can be included
as documentary analysis.

3. Case Studies
You may decide to investigate a detailed accountmfindividual or aggregation of
individual cases may be treated as units undeitypée of research. In other words, one may
decide to carry out a study on an issue in anyl fad the case maybe. For instance, a
researcher may decide to do a study on the bardactor as regard credit lending to
customers, and one of the banks designated agataly, in order to resolve any problem
relating to it.

e Historical Research
This kind of study has to do with past happenindjiclv involves the location,
documentation, evaluation and interpretation ofilakeée facts in order to understand past
dealings. Understanding past events may lead yobetter understand the present and
future events. It may also prevent future pitfatis,even suggest ways out of the existing
problems. For example, the economic history ofteonacould be the focus of the research
to enable inference drawn, and generalizations nmasleegard the way forward. In
historical research, evidence from relics, artsadocuments, records, oral accounts etc. are
usually relied on. If you are undertaking a histaliresearch on the economy, the facts will
be economic related documents in the archive,rigsaetc.
There are two main sources of research informatianhistorical study. These are primary
and secondary sources. When evidence comes froettdgource such as original
documents, photographs, eye-witness accountsgdllesd primary source. But when a non-
observer mediates between the original evidenceladvestigator as in books, research
reviews, newspapers or stories by non-participaibtss called secondary source. As a
researcheryou should always determine the genuineness ad\itence you are using.

3.2.3 On Basis of Kinds of Evidence and Analysis used:
Furthermore, we are going to discuss research agpgd according to types of evidence
and analysis used. These are multiple perspectjuesititative and qualitative researches.
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¢ Quantitative Research:
This type of research uses information or dataesgad through mathematical signs. Most
investigational studies are classified under tiagetof research. Data collection methods
include tests of various types, experiments, goesédire, rating scales etc. Quantitative
data are analyzed using either descriptive orémfeal statistics.

e Qualitative Research:
This type of research uses information about a @memon that is expressed through verbal
symbols. It makes use of qualitative data collechedugh interviews, observations, artifacts,
and documentary sources, audio and visual matamlsng others. Data gathered in this
kind of research are analyzed using transcripticodling, historical and philosophical
analysis. In most cases, if not all, some elemeissibjectivity are used in the explanation of
data collected.

e Multiple Perspective Research:
Multiple perspective study is a combination of bqtlantitative and qualitative research also
known as mixed. This type of research is more wtdadable, yielding better results that are
more thorough than either quantitative or quaimatiesearch.

SELF-ASSESSMENT EXERCISE
I.  List and explain the bases for classifying research
il. Discuss research classification on:
o Evidence and analysis used
0 Methodology

3.3 Limitations of Scientific Methods of Research

Scientific method of research is a way of makinguinng about issues or circumstances that
require clarification to Mankind using logic, obgation and theory. Science has some basic
features such as logical thinking, observed evidenand a theory to explain what is
observed. Scientific method of research must makesesand corresponds with what is being
observed. A detailed study of steps in researcltga® reveals much about a scientific
method of research.

A lot of empirical studies that seem reliable héeen carried out in all fields of study, yet,
some of these studies have not met with the ruledingg scientific method of research
typical of the natural sciences. This is becaussy thave not been able to establish
generalizations which are comparable to the thearfehe natural sciences on the basis of
explanatory power or in their capacity to yield @se predictions. This is because of
several limitations that have been identified. Ehlssitations or hindrances are discussed
below:

e Nature of Issue Considered:
Most phenomena, in which studies are done, theuraeaare complex and unreliable, unlike
those of the natural sciences (like physic, chamigtc.). The natural scientist deals with
physical laws which are realistic. However, in emmics, education, sociology, etc., that
focuses on human behaviour and development, bothdasduals and as members of a
group. In this case, the natures of variables @s¢hphenomena are not realistic and make
studies difficult.
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e Measurement Problems:
In the natural sciences, instruments such as teipd, vane, thermometer, barometer, ruler,
weighing balance, ammeter, galvanometer etc., go@d and accurate readings. But in
social or economic research, you hardly can stitl fnstrument that give accurate readings.
As a matter of fact, most data in economics aré rett accepted. For instance, data on
corruption is still a bone of contention in Nigetaay.

¢ Difficulties in Observation:
Observation is a very important aspect of scienediether social sciences or
natural/physical sciences. But, it is more difficahd risky to have perfect observation in
some fields of study like economics, educationjadogy, etc. this is because; it is more of
subjectivity than objectivity. And personal expléoas of certain issues cannot be verified.

e Difficulties of Control:
Possibilitiesof effective control of experimentalnditions are much more limited in social
sciences, than in the natural sciences. This isausec rigid control of experimental
conditions is possible inthe physical science whéeoratory exercise is possible.
However, in social sciences and education inclysiteere many extraneous variables that
is not known to the researcher, affect and infleetihe outcomes.

e Difficulties of Replication:
When two or more chemicals are put together irsattdoe, the result of the reaction can be
observed and reported objectively. This can beicgagld or reproduced to get the same
result anywhere in the world. This may not samehvahenomenon or issues in social
sciences, where cultures and beliefs tend to inflaehuman behaviours. This in a way
makes replication of researches done in Nigerianyother part of the world difficult.

e Experimental Contamination
The mood of the researcher or investigator can noakenare the outcomes of particular
study. This is so because most issues involve Isediences and education are subjective in
nature. But in natural sciences, this is not pdassibhe presence of the researcher cannot
impact on the result of a study. For example, tdure of an acid and alkali will certainly
produce salt, no matter the researcher’s dispositio

SELF-ASSESSMENT EXERCISE
Certain factors confine the use of scientific megho social research, discuss.

4.0 CONCLUSION

In this unit, you have been educated about steps taken in the conduct of research. This
is referred to as research process. It is an amlopfi the basic research process which uses
the style of scientific thinking and necessarilyeg@bout its business of problem analysis
and/or solving in a series of stages or steps.vitheobjective of these series of activities is
to search for dependable, valid and reliable smhstio some definite questions or problems
in the society.

Therefore, we can conclude that scientific methbaesearches also shares in the values of
the culture of science. All the stages and stepgsdarch are in logical sequence with one
step leading to another, linked for one common .gbllwever, scientific method of
research cannot be as accurate and perfect asregpes in the physical sciences as a result
of certain hindrances.
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5.0 SUMMARY

In this unit, you have learnt about the steps wm&ah conducting research in any field of
academic, most especially in social sciences. Alsa, have been exposed to the basis of
research classification. Lastly, you have learmdusithe obstacles to successful application
of scientific methods of research.

6.0 TUTOR-MARKED ASSIGNMENT
1. List and explain the steps involve in scientificthoed of research process.
2. Itemize obstacles to successful application ofragdie technique in social research.
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1.0 INTRODUCTION

In unit 2, you have just learnt about focus of egsh. In it, you have been exposed to steps
taken in conducting research, basis for classifyesgarch, and many more. In this unit, we
shall be discussing Research problem. Problemsigareh isthe centre of attention of every
research, and efforts are directed towards itvBryeresearch, there must always be a gap
to be filled which is the problem itself, this mus# known to justify the reason for the
study. It is important because, a lot of the decisithat the researcher will be taken shall be
based on the problem already identified. For irsafitle of the study should a strong link
with the problem of research; also the methodoltmybe adopted, etc. What bothers
researchers and students most is what constitutsssearchable problem?

A problem arises when the interplay of two or mfaretors result in one of three possible
problematic outcomes. These are a perplexing stateundesirable consequence, or a
conflict for which the appropriate course of actigncontroversial. In order to find the
problem, solution, classification of perplexing tetaelimination or alleviation of the
undesirable consequence, or resolution of the ictsxttan then be made (Nkpa, 1997).

In this section, you will be exposed to all you ashée know about research problems. Such
as problem selection, sources of the problems, etc.

2.0 OBJECTIVES

By the end of this unit, you will be to:
« identify a research problem in your area of focus
e know the various sources of research problems
o Itemize the criteria for selecting research problem

3.0 MAIN CONTENT

3.1 Research Problem Identification

Identification of problem is very vital to the wigoprocess of research. Any undergraduate
student or someone reading about research methathddfirst time can be classified as
starting researcher, who will always find it diffic to decide on what a suitable research
problem is. You may spend considerable amount e tiexamining many research
problems without being able to make up your mindvamch to select. Most people,
especially the starting researchers have problemsidecision in identify a particular
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problem. This is as result of fear of picking coaxpproblem that may not be easily solved.

There is difference between the problem of reseanththe problem area of focus. While
the former is any lacuna in the body of knowledge fesearch is expected to fill, the latter
IS a more encompass, broader and it house thercbsg@blem itself. For example, if you
have “fiscal deficit and employment generation iigédia”’, the research problem maybe,
are jobs created in spite of the persistent ddfiedget? The title itself would represent the
problem area of interest.

For you to identify a good researchable topic andcessfully determine the gap i.e.
problem of research in the topic, three basic stajeeductive deductions need to be taken
into consideration. These include:
1. you need to identify a problem area of focus inryiield of specialty,
2. make sure the identified problem is shaped intorenfthat is able to be handled,
and lastly
3. See that the nature of the problem can be emgyicalestigated.

These steps as stated above are not easy fottingstasearcher. Be that as it may, what is
paramount is that, a detailed thinking producesdgesults. However, know that a good
research work is a difficult activity to undertaKéere is no study no matter the nature, will
require effective thinking and careful planning.

Note that, not every investigation or study cangbalified as a research activity. We have
earlier on in the course of this study mentioneat il researches are directed at solving
problems or providing answers to questions thattgthe minds of the public. It is therefore
pertinent to note that, no attempt is made on agyswhere a gap in knowledge cannot be
identified. For a study to be qualified as a resealble work there must be a pressing
problem or a need that the study is able to solve.

In addition, research activity in any field of syudhould be able to contribution to
knowledge. For instance, projects undertaken bgugte students of first degree, second
degree, and those at PhD level, should be direatt@doffer solutions to societal problems.
The irony of the whole situation is that; no studisnready to undertake any project work
wholly done by him or her. These days, a lot ofargdaduate projects and graduate theses
can hardly contribute to knowledge. Most of thewmriis are mere gathering of people’s
opinion and not necessarily research based.

SELF-ASSESSMENT EXERCISE 1
Distinguished between research problem and problem of focus.

3.2 Problem of Research: It's Sources

Everything in life has source. For instance, youurse of income could be the money you
are paid from the little job you are doing, or thecket money you receive from your
uncles/aunties. Even the water you drink has afleivenues through which it is gotten. In
like manner, research problems have their variog@es through which they could be
located or identified. It therefore becomes expaedi® discuss the various avenues of
locating or identifying research problems. These ar

Experience of the Researcher
As an experienced researcher, or lecturer whodwsred for a long time, you definitely
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would have come across a number of problems, irapgohs, or some gaps that require
solutions. Even through rubbing of minds with yealeagues in the same profession will
enable you discover areas where there are proldachsolution required.

Review of Existing Literatures

This is another good source of identifying problarea of interest or research problem to
work on. When you have a detailed review of exgstiteratures, researchable problems
will certainly be identified. Textbooks, thesis atidsertations, research reports in journals
and periodicals, conference papers and many cénersxamples of literatures.

Apart from suggestions for further research avéalab thesis and dissertations, you may
encounter contradictions, inconsistencies and igfigatory findings in some areas of
investigation. You can then carryout a study tbifilthe gaps. Also, a researcher’s study
can add to knowledge through improvement in thbrtee of investigation.

Scholars’ Views

Consulting with professionals such as economistgjofgists, educationists, research
fellows, thesis advisers or supervisors, in anigfad study, can lead you in identifying your
problem area. They will assist you in shaping yitimking to achieve a sense of focus and
to be articulate and concise in your research toiis depends on your interest in having
an originally thought out problems. It is the dutfya scholar to make out good research
problem from collect previous research literatupesjodicals, journals, etc.

Published Government Policies

Most intended government policies and views on éhenomy are made known to the
public via the various media (i.e. the electroniedmm, printing medium, etc.). After a
careful review of these views and policies, oneldqin-point a good problem area of
research and research problem from governmentifigehipolicies/ programmes. The
jettisoned Structural adjustment programme (SA® B good instance. The introductionof
the policy/programme in1986 and years that follawithess a lot of studies as regard its
successes and failures.

Electronic (Internet) Sources

If having access to journal publications, confeeepapers, etc., was a difficult task in the
time pass, thanks to inventors of internet servit®gh internet, you can gain access to
libraries in any part of the world to get currendaupdated information on any field. This

will avail you the opportunity of getting currerdgsearch findings or write-ups on any area
of interest. You can read about various approaehgdoyed in solving problems relating to

yours and you can adopt it, and apply it in younaicumstances.

Uniform Economic Problems

Almost all developing nations, Nigeria inclusivee draving economic problems. Problems
such as poor growth, wars and insurgence, etadh there are so many common problems
facing developing nations. These problems can beuace of good research work to any
researcher.

Propounded Theories

They are statements, hypotheses and individualsdehich have been tested by known
means i.e. through scientific method over the yaarsare found to be true as stated by the
proponents. Also there are individuals’ ideals fortvard to explain certain situations,
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issues, events, etc. In fact, theories, laws oncppies are generalized statements that
needed be applied and validated. Nkpa, (1997)estdtat, theories are fertile sources of
research problem. This is from theories; relatigmstamong variables can be predicted,
tested and established.

SELF-ASSESSMENT EXERCISE 2
Briefly discuss the sources of problems in research

3.3 Guidelines for Choosing Research Problems

There is a popular saying that, no area of knovdedg life situation that has not been
researched on. Be that as it may, a lot of poterggearchable problems still abound. The
disturbing issue is how to choose the most appatgramong the lots at a point in time?
Listed and explained below are some of the guigimgciples for evaluating, and selecting
a researchable problem.

0] Significance of the Problem

You we recall that, earlier on in this course, yeere told that the essence of research is to
advance knowledge by adding to the body of knowde@®p therefore, any study you may
need to undertake as starting researcher, mustaneagearch gap in which solution will be
sought that will make meaning to human existenges® doing, contributions have been
made to knowledge, and the research has impaiitgdfisance) on the body of knowledge.
For instance, studies on the type of budget toloptad by the Nigerian government as a
major fiscal operation are significant to the natsodevelopment.

(i) How is Researchable of the Problem?

This is another guideline for selecting researahapfoblems. For a problem to be

researchable, it should be able to have links satime existing theories, laws or principles
that will serve as foundation for the work to baeoAlso, researchable problem should be
model that will involve variables which can be defi and measured. A lot of life issues
are still yet not researchable because, they ppssggbles that cannot be estimated (not
measurable).

For instance, the effect of corruption on Nigerianomic activities is yet to be captured
in economics. Corruption as a variable is yet teehan acceptable proxy for capturing it in

researches. In most studies where ‘perception inaex been used, the outcomes are still
being contested. This is because, perception ilalseconomic instances has a lot of issues
like reputation of the body doing it, the indictm@nsidered, and many others.

(i) Problem of Research should be Suitable:

You will be able select a problem of research thatapable of being investigated, and fit
into the peculiarities of the situation you intestddy. Also, suitability of research problem
has to do with the availability of require datatba chosen of study. Experience has shown
that, a research problem could be significant antlsle for study but, for want of data, it
becomes not suitable. Accessibility of respondantscase studies is another problem. That
is, the researcher may not have access to somenaspts for one reason or the other as
regard the study area, as such; the research nayntered useless for detailed study.

(iv) A Research Problem should beViable

A research problem should be viable. What this medhat, any study engaged in should
be to create room for further studies as link ®dhrlier study. Research problem should be
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viable in that; it should be able to make sensghoever will have access to it.

SELF-ASSESSMENT EXERCISE 3
List the guidelines for selecting research problems

4.0 CONCLUSION

You have learnt in this unit that identification i@search problems and its selection is not
an easy task for starting researchers. Howeves,uthit has explained in full how research

problems can be identified and guidelines for ékection. A careful and detailed study of

this section will make the uphill task a simple one

5.0 SUMMARY

In this unit, you have been presented with a pratfpproach towards the issue about the
research problem. You have learnt that thougls difficult to select and define a research
problem, yet if you locate a general problem aregour field of interest, you pin it down to
a manageable size and state it concisely in a fbaincan be empirically investigated, then,
you have solved a lot of the problems.

You have equally learnt how research problem cdaddidentified and its usefulness to
research. Sources of research problems such asymadgd theories, uniform economic
problems, scholars’ views, published governmenici@s, electronic sources and a lot more
were explained. Also, guidelines for research mobselection like significance of problems
of research, viability of the problems, suitabiliggc. have been fully discussed.

6.0 TUTOR-MARKED ASSIGNMENT
1. Discuss the various avenues of locating or ideinigfyesearch problems.

2. Explain some of the guiding principles for evalagtiand selecting a researchable
problem.
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1.0 INTRODUCTION

In module one, which focus was ‘concept and nabfiresearch methods,” you were exposed
to the various definitions of research in unit olmeunit two, you learnt about the focus of
research, wherein steps in research process, ¢ypesearch and many more were discussed.
Research problem was discussed in unit three, lmtdclosed the discussions on the module
one.

In this section, module two, we shall be considgriresearch writing” in which tropical
issues such as research topic, literature revidwepretical/conceptual framework and
development of research questions and hypothesdb Ish entirely discussed. Research
Topic, one of the key issues to be consideredisrtiodule, shall be discussed in unit one.
To make the discussion meaningful and in-depth;tsples like meaning of research topic,
how to choose a good research topic and a lot mload be discussed. Choosing a good
researchable topic is very vital in academic wuips: This and many other related sub-topics
shall be considered in this unit.

2.0 OBJECTIVES

By the end of this unit, you will be able to:
e explain research topic
e discuss how to choose a good research topic
e explain how to locate research problem.
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3.0 MAIN CONTENT

3.1 Research Topic

The topic of any research work (be it a degreegotpMSc thesis or PhD dissertation) is an
essential part of a research process. Aborisad@7{18pines that, the topic of a research
should encompass the essential elements or conogpteed in the study in a concise form.
He proposed further that, the topic should alsacaté the scope of the study. Aborisade’s
opinion has showed the importance of a researdh to@ny scholarly study in any field of
study be it degree projects, thesis, etc. Aboesadygests further that, as much as possible,
the number ofvordsin any researctopics or titlesshould not be more thawenty Since the
topic of a study is very important in the whole g@es of research, Emeka (2004) declares
that, choosing a research topic is dependent oredgarch problem and researcher’s interest,
be it academic or a professional research. Hesgtdefurther that, it is vital to note that the
problem and the researcher’s interest would shenditection of the study hence the care in
chosen a research topic.

In other words, the problem of research to be igated more often informs the topic of the

research, after the area of interest has beenifidenby the researcher. While the process
may be simple for degree/undergraduate final yaatests, it is definitely not an easy task
for the graduate ones (that is, the MSc and Ph@esiis). However, for those in master
degree category, they enjoy some air of freedomhenselection of research topics. In most
instances, the students are allowed to come up amyhresearchable topic. Thereafter, they
are assigned to individual supervisors accordimgliine with their area of interest. In the

case of doctoral students, the responsibility afseim a topic is wholly that of the student.
The student choose a topic based on his/her ar@atevést, get a prospective supervisor
whose area of interest or specialization matches dhosen topic before making an

application for admission.

Meanwhile, to decide on a suitable research tapéare are no particular ways or methods of
arriving at one. However, a good understanding haf guidelines discussed below will
greatly assist any student in choosing at a goselrehable topic.

3.1.1 How to Choose a Good Research Topic

Research differs in scope, magnitude, focus ana ¢ve need they satisfy. The different
nature of researcher does not affect the neceskitfioosing problem areas and articulating
good topics from them. Once a researcher has nm@adasuor her mind to embark on a
research, what follows is the selection of topictide that would make meaning to the
audience. Ghosh (1992) recommends some guidingipies for choosing a good topic.
These principles are explained below:

e Since the topic of a research is an essentialgfaaty scholarly writing, choosing a
topic is of paramount importance. The topic of seeech may be based on a number
of considerations. It may be based on some realdvs@tuation or by some theoretical
and intellectual interest. A research topic coultheate from any burning issues or
problems of the period. It may as well be basedheninterest and suitability of the
investigator. A researcher may be guided by someeiapconsideration of his own
choice. The investigator may select a title basehenoriginality and distinctiveness
of the work. A research topic maybe based on tl&ieg information gap in various
theories, principles, laws, and the investigatoy rmkoose his or her topic to bridge
that gap.
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e At times, a study is done to propose a differemt arbetter law, principle, theory or
analysis. Intellectual and scientific curiosity magd to the investigation of a variety
of research topic. The investigator, steered bylscly inquisitiveness, may take up
a topic which is quite unfamiliar to other scholaf® find out some distinctions,
scholars explore the contentious area of a studge&chers are always interested in
investigating contradicting topics in order to riaut the actual fact involved in the
problem. A researcher could also scrutinize theadyism of some existing theories,
laws and principles on the basis of fresh proof$ @ata and/or enhanced procedure
of analysis.

e Also a topic could be selected so that fresh andemaluable deductions can be
established with the existing facts. In the case gfreviously existing, extremely
advanced theoretical method, a research topic neaychmsen to test specific
likelihoods on the basis of the usual principlehdts been pronounced that beliefs
play some parts in the choice of a study’s topicisTobservation, however, is not
always well-thought-out to be factual. Researcheasing different thinking of
beliefs pick different topics for their studies. ¢ase, however, a topic is selected
agreeing with some personal inclination, the redearmust be very careful to guard
against the prejudice that is likely to enter inkgearch. Difference societies place
premiums on work on diverse topics. An instancet is more important to work on
automations than on the local transport mode. Qmeally, a research topic is not
picked by the researcher but has to select amidgthen list of topics of an
organization where he/she operates.

e To select a study topic, a researcher will put caasideration a host of other things.
For instance, the ability of a researcher, histivae, the resources, access to data,
and what have you. Recall that research is largdiyction of an unbiased objective
appreciated by people, organizations, or the nation

e A research topic should be the one that is resahlehThat is, it should be the one
that, the researcher is able to carry out his/hedyswithout getting stock in the
process. For instance, when a student or a resgaselects a topic in which he/she
would not readily have available information to Wwawith in order to produce an
outcome, such topic is termed ‘not researchabl&so Athe topic of study should not
be ambitious or tedious. A situation where the aede limitations and aims are
unachievable, at that point, the researcher camapged ‘ambitious’. Where the
technical level is not moderated, conducting suoésaarch will be tedious.

e A research topic must be noteworthy. That is, tghiould be capable of adding to
the body of knowledge, at the sometime able tolvegaroblems.

3.1.2 Process of Selecting a Research Topic

The flow chart as shown below is a representatiaie steps to be taken by any student or
researcher before he/she finally comes up withaagmd appealing research topic or title.
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Source: Howard; K. and $har A. (1983). The Management of a Student Rekeroject: in Emeka (2004) pp. 43.

Self-Assessment Exercise 1
1. Briefly outline the guidelines for selecting a rash title.
2. Chosen a research topic is dependent on the résesirmterest and problem,
discuss.
3. When a research is imposed on a student is no i@ngesearch?

3.1.3 Features of a research topic

Somehow we have made some distinctions betweenthewopics of an undergraduate
project are chosen and those of graduate thesis (M&hD). Meanwhile, it is imperative to
note that, there are differences between studiesy hendertaken for the sole purpose of
bagging a degree like OND, HND, BSc etc., and me$es that are purely academic which
are formative and educative such as those undegdky lecturers for scholarly purposes.
Therefore, the features of research topics thaaineeconcerned with in this regard, are in line
with academic researches. However, the tips ontileoeshoose a good research topic already
discussed are guides to students on how to selstiidy topic they can start and finish
successfully without any hitch. With these underdiags in minds, they should ensure that
their research titles possess the following feature

e That the research is problem based, which meaasinkeds to meet in the society. In
other words, there must be a need for any reserameet in any situation or
endeavor. In essence, there is existing problemrétaires a solution. Once, this is
established, the research will be significant.

e The researcher’s choice of topic is very vital oasing a research topic. This is a
very important feature of research topic. If a egsk topic is from the researcher’s
area of interest, the need to sustain the studgae of possible challenges will be
very high.
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e The research topic should be time focused. No aw@mdstudy /research can go on
without a time frame as regard starting and fimghtime. A student researcher
should always have at back of his/her mind thasheehas to complete the research
within a specified time.

e Any academic research undertaking by any studemiyaesearcher must have a
recognized method of analysis. Methodology is vemngortant in any study that is
being conducted either to inform or to educatepgéeple. Methodology is all about
the ways and manners (i.e. the research designefiearcher tends to carry out the
study in order to arrive at dependable results. r8searchers must employ known
technique(s) that conforms to the study.

e To engender the future development of a researthemlirection of research is very
important. A research topic shows the researclaeas of interest. A researcher who
is non-directional in studies he or she has comdlttius far, may not be considered a
specialist in a particular field, and could hamplee researcher’s future academic
progression or acceleration.

3.2 Locating a Research Problem

The research topic chosen by a researcher reveatseans a lot about the study to be
conducted. In other words, so much is subsumedninrasearch topic finally selected.
Among these is the problem to be resolved by teeareh. This problem is often referred to
in research as, problem statement or statementbfgm. In most cases, project students or
young researchers confuse essay topics for resagcs. When an essay topic is selected as
a research topic, soon in the study, the researsbenmes stock. This is because; it is
possible the study has no particular problem iru$odt is important to remark at this stage
that, every research is problem focused and moesih difie center piece of a research topic.

One common problem most project students or yoasgarchers are confronted with is how
to locate a research problem that will be the fawus research. To resolve this problem, the
following points discussed below will to a largetemt act as guide to young researchers to
enable them locate a problem of focus for theiividdial research.

e Using academic, professional or personal skillsThese are valuable assets that are
vital to any project student’'s or young researchatslity to locate a problem.
Carefully study your area of interest and idensfme problem areas that could be
researchable. Problem areas can be identified mymays. One of the ways is that,
the researcher should read widely about beliefssifner field which he/she thinks are
wrong or misleading, then devise a number of qaestthat will show the nature of
the problem. By so doing, the researcher is closa $pecific research problem that
he/she can focus his/her attention.

e Project students or researchers should be focusedoth the ears and eyes of
researchers should be at alert at identifying @mwoisl that call for solutions. Most
academic studies or reports often give rooms forther research”. In order words,
any young researcher who understands the repattidy he/she is reading can be led
to identify a research problem via “the need fatHar research.”

e Have an area of interest in your field of study:This is very important in research,
and in locating a research problem. If your aremiafrest is health economics, focus
on that aspect and look for possible research enablin that field through good
medium like the hourly news on television and radiaily or periodical newspapers,
research paper, etc. For instance, discussionswprpr@vailing health or healthcare
issues could be on going on a T.V station; youu$oghould be how you can identify
problem area in the discussion that could be tbedof a study.

24



e Gaps in an existing study:Gap or gaps in research, can be likened to problean
study that any study intends to bridge. In orderdspthe gap identified gives rise to
study problem that requires solution. A gap in =isteng study can be identified after
an intense and careful review of a study alreadwylaoted. Once a gap is identified, a
research problem is located. Gap/gaps in a researcbe in any forms. It could be in
the form of the scope of the study (that is theetage period), it could be that a
policy has been introduced and implemented aftgpadicular study had been
conducted. So, such study needs to be up-dategténding the scope of the existing
study. A researcher needs to be skillful and foghsen reviewing papers to be able to
identify these gaps.

e Improvement on existing study: Identifying the need for improvement in existing
studies is another avenue for locating researchlg@m For instance, some studies
might have been done about the Nigerian economgsyaafore the introduction of
some economic transformation programmes such aDSEEEPAD, SURE-P and
the rest. A skillful project student can decide it@orporate these intervention
programmes in any of the study initially conductesfore the introduction of any
these programmes, in order to determine its ef@cteconomy. By so doing, the
researcher has improved on the existing study, thedintervention programme
incorporated in the study, becomes the gap wherpaoed with the study before the
intervention programme.

3.4  Submitting Research Topic

The submission of research topics to the apprapmatdesignated office for approval is
another vital aspect of research writing most egfigdf it has to do with award of degrees.
A view of the flow chart of research process deggichbove, acceptance of research topic,
which is a formal approval by the would-be superiiss always the last exercise before the
research proper commences. Submitting researct fmpapproval can be viewed from two
perspectives. There is a perspective which ha® taith mere submission of topics, out of
which one will selected. The other perspective gomgpnd mere submission of topics for
approval; this second perspective is cumbersomeramd detailed.

For an undergraduate student who is in his/herl fyg@ar must be required to start and
conclude the study (i.e. long essay or projectpteehe/she qualifies for graduation. The
process begins with the submission of researclesdpr approval. The general norm at this
stage except for few variations (at both individaad institutional basis); the graduating
student (i.e. supervisee) is required to submitleast three researchable topics to the
supervisor he/she has been assigned to for forpmbsal. It is important to note that, the
student was not assigned to the supervisor ondbes bf area of specialty, and there was no
prior submission of topics. The supervisor will ihase his/her owns method of topic
approval, to formally approve one out the numbeitsnstted by the supervisee. The same
process goes for the intending Master degree grasludowever, there is a slight difference.
In the instance, at a point, the categorizatiothefsupervisees under various supervisors is
mostly on the basis of the students intending arkanterest (specialization). Another
variation is that, at master’s level, before anyrfal approval is made, the supervisor would
invite the student to do what is often refer tdamal proposal’. That is, the student would be
required to speak the topics as regard the modaflicpnducting the study. Upon conviction,
one out of the topics will be approved by the suger for the student to commence
investigation.
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The other perspective has to do with the Doctoedree. In this case, research topic
submission is totally different from the former. efktudent needs not present any list of
research topics for approval, instead, the caneidaboses a topic (guided by the rules) in
line with his/her would be field of specialty ankdeh proceed to do a detailed research
proposal on the selected topic. It is this propdbkakt would bring about the would-be
supervisor through a process that is somehow motaio As soon as the intending supervisor
develops interest in the proposal after some lil@pstment, and agrees to work with the
student, the research topic is then accepted meipie.

Self-Assessment Exercise 2
I.  ldentify a research topic, and discuss its’ chanastics.
ii.  How is ‘research problem’ related to ‘statemenpmfblem’ in research?
iii. Briefly discuss the modes of research topic subomsgou have learnt.

4.0 CONCLUSION

In this section, you have leant about researchctapid all it entails, and the guiding
principles for selecting a researchable projecthesis title. You have therefore learnt that,
the title of any academic study is an importantt mdra research. This is so because; it
encompasses the vital elements of the researcewisk, you have learnt about how problem
of research can be located or identified. Thatntifigng or locating a research problem
which requires solution, would amount to the reskar to be careful and focused. In
rounding-off this section, we considered how topdsesearches (i.e. projects, theses or
dissertations) are submitted for approval.

50 SUMMARY

In this unit, we have discussed in-depth all tlestearch topic is about. Among these were,
how to choose a researchable topic, features ajoa gesearch topic, locating a research
problem and how research topics are submitted gprawval by project, master or doctorial
students.

6.0 TUTOR-MARKED ASSIGNMENT
1. Define research topic. How is a project title achion of research problem?
2. Explain in ‘simple statement’ what you understagdgrocess of selecting a research
topic’. Support your explanation by a ‘flow chart’.
3. On getting to your final year in the universityscliss how you intend to have ‘project
title’ approved for onward investigation.
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1.0 INTRODUCTION

In the just concluded unit (that is unit one), wecdursed research topic, wherein issues like
meaning of research topic, how to choose a res¢apaty location of research problem, and
many others have been discussed.

In this section, we shall be discussing literatengew. The review of literature in any formal
academic writing such as journal articles, thegisearch grant proposals, etcetera, is a vital
aspect that cannot be over emphasized. As we ptocdhis unit, we shall be looking at the
meaning of literature review, advantages of lit@r@treview and a lot more.

2.0 OBJECTIVES

By the end of this unit, you will be able to:

discuss what literature review is all about
explains literature review

examine the advantages of literature review
discuss the citations in literature review.

3.0 MAIN CONTENT

3.1 Meaning of Literature Review

According to university of Wisconsin writing centea review of literature is a “critical
analysis of a segment of a published body of kndgdethrough summary, classification, and
comparison of prior research studies, reviewstefdture, and theoretical articles”. In order
words, in line with University of Wisconsin writingentre’s definition, literature review
requires an in-depth study of formal published ®&tsidit is about acknowledging, surveying
and a complete studying of other scholars’ pubtisherks that are related to the subject
matter. In doing this, the researcher mentionsites ¢the name of the author and his or her
contributions to knowledge. For instan¢®hioze (2016) opines that, a detailed review of
relevant materials relating to the topic under studiould enhance the outcome of an
investigation.” This is a good example of an author whose worklb®en acknowledged,
surveyed and studied by another researcher. Iredaisple, the author’'s name, the date he or
she did the study and the contribution(s) to kndg#e are cited by the current researcher.

27



The review of literature is very significant in a@emic writings. No meaningful academic
research is started and concluded without a goadweof literature related to the area of
study. As a matter of fact, select an acceptaldeareh title or topic, would require a survey
of relevant literature. Olayinka & Owumi work (asec in Olayinkaet al, 2006), states that
‘narrowing and zeroing down’ of a research topidependent on a quick perusal of literature
relating to the propose topic. This quick perushliterature to arriving at an adequate
research topic for any study is known as prelimyrsnanning of literature (Babbie & Mouton
in Olayinkaet al, 2006).

As soon as a title for a study has been consideraedhosen, the review of relevant material
related to the subject matter is commenced. Thieig important in that; it does not allow
the occurrence of what is often referring to inesgsh as ‘re-inventing the wheel.” Re-
inventing the wheel in research is a situation whestudy already conducted and concluded
is embarked on as if it is a new study. This ocasra result of inadequate in-depth survey of
related literature to the study. For a researahéraive a good grasp of whatever investigation
or study he or she is conducting, a detailed revtdwelevant literature is paramount.
Literature review helps to facilitate the criticahalysis of similar works that have been
carried out by other researchers. In the proces®ioy a critical analysis of related study, it
is possible that the researcher identifies “a sgaly.”

Self-Assessment Exercise 1
i.  Define and explain what literature review is albab
ii. Explain how a detail review of literature will nallow re-inventing the wheel in
research.

3.1.1 Purpose of Literature Review

As mentioned under the meaning of literature reyieaview of literature in any academic
writing is very significant. That is, its importaman any formal writing cannot be over
emphasized. The purpose of literature review in @ademic write-up, can be equated to it
essence in any published work. The inclusion «f sieiction in a published or on-going study
allows for more lights to be thrown on the backgmuo the study. Literature review will
also help to further define the problem a researchénoping to resolve. The review of
literature serves other purposes, such as:

e |t provides a conceptual framework for the research In any academic study,
research work to be conducted must be predicatesdimported by a known research
work related to it that has been done by someohe i§ known as framework or
foundation. There are three forms of frameworkss¢hare: conceptual, theoretical
and empirical. Where a define theory cannot be elihko the study under
consideration, previously related studies are wee@eto underpin the study, where
key variables and concepts discussed. Miles andehindn (1994) defined a
conceptual framework as a visual or written produmte that “explains, either
graphically or in narrative form, the main things bbe studied—the key factors,
concepts, or variables—and the presumed relatipastmong them.”

e Provides an integrated overview of the field of stdy: Another essence of literature
review in research is that, it allows for an intggd overview of the area of study. In
order words, an in-depth evaluation of journalspksy PhD dissertations or MSc
thesis and others related to the field of studyldbanake the researcher have a wider
view of the study being conducted.
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e Helps establish a need for the researchin academic setting, investigations or
conducting of research into certain fields of stsdnust be predicated on reasons that
shall be convincing to the would-be audience. Tifiathe essence of a study must be
clearly outlined at the start of any write-up (tlee introductory section). This is what
the objective of a study represents. A good andrciudy’s objective(s) can be
derived from a detail review of associated writs-tgpthe considered research.

e May help clarify the research problem: Statement of problem also known as
research problem is the core of any study. Anyystuat founded on an identified
research problem often refer to as the “researg)” ga meaningless and is not
considered an investigative research. Any sciem#search is gear towards resolving
a problem, and such problem most likely emanatesnatepth review of related
studies.

e Researcher’'s familiarity with the area of study: A researcher’s understanding of
the studied area can easily be determined or medsun the study's literature
review. A detailed documented literature reviewtisecwill comprise the various
form of literature review (that is, the theoretjcdle conceptual and the empirical).
This signifies that, the researcher has indeedulmtswidely, and has familiarized
with the area under consideration.

3.1.2 How to Write a Good Literature Review
Having understood the essence or purpose of litexaeview in any academic written paper,
it will be interesting to understand also how a@dterature review can be written. Olayinka
& Owumi (2006) outlined how a good literature raviean be documented, and they are:
e Show the way in which the authority you are revieyvhis or her work will be
relevant to your own area of study through concépeory or methodology
adopted. Also do an unbiased citation of paperks eontrary views.

e Prove that you understand the relationship thasgiest and paradigms. Where do
they stand in relation to each other? How the siudyare undergoing is linked to
other studies in that area?

e Studies you are citing should reflect recent woskweell as those considered of
seminal importance. Cited scholarships should eanbre than ten (10) years old.
Also, in making reference to or citing authorse@tudies conducted by authorities
in the considered area. This will enhance the tafiyour literature review.

e If the research you are carrying out is a compagatir cross-disciplinary, the
researcher would have to explain how the diffeegetais of research can be pulled
together in a meaningful manner to make sense.

e If the researcher has done quite a remarkable stuiihe considered area of study,
he or she is at liberty to cite from those pastkspbut show moderation.

e A good documented literature review should consisicholarships the researcher
has indeed reviewed, and a good understandingecduthors’ views or ideas. On
no account should researches cite work they did.rea

e In writing literature review, citing remarks fromnpublished and non-peer
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reviewed studies should be seldom. The reason ag the source of some
unpublished materials can hardly be known for ieaifon. Also, any study not
peer reviewed and published, has violated one efukes of academic published
work.

Self-Assessment Exercise 2
i.  Outline the purpose of literature review in anyaahy study
il.  What are the components of a good scholarly revdeliterature?

3.2  Types of Literature Reviews

At the commencement of this unit, we started byngednd later explained literature review.
Recall, we said literature review is nothing othkan acknowledging, surveying and a
complete studying of scholarly writings. Having alissed how a good literature can be
documented, it is important to look at the varidosms of literature reviews in scholarly

works. There are six types of literature reviewsré are:

Argumentative

As the name implies, this type of literature revistudies write-ups selectively in order to

support or counter an argument, which has beenlywhssumed, or philosophical problem

already recognized in the literature. The esseside come up with a study that launches a
divergent opinion. Given the value-laden forms afms social science researches,
argumentative styles of analysis literature revieas be a legitimate and important form of
discourse.

Integrative

This type of literature review is very common iscisb sciences. In this form literature
review, previous studies are reviewed, critiquel synthesized in relation to the subject area
in an integrated manner such that new frameworkk panspectives on the considered are
created. The studies reviewed were those that ecemtrsimilar or same assumptions or
research problems. A good integrative review isesasiprimary research which nice rigor,
clarity, and replication.

Historical

Going by its name, historical literature reviewaisout scrutinizing scholarly works over a
period of time, often commencing with time an isst@ncept, theory; phenomena began, and
then tracing its progression within the scholarstfim considered field of study. Historical
literature reviews place study in a historical pertive on development of any phenomena
and to show the likely directions for future acadeanquiry.

Methodological

This form of literature reviews basically centrelmw scholars came about saying what they
say about a particular concept or phenomena. leronsrds, the method of analysis in a
study is always the focus. Reviewing methods oflysima provides a framework to
understand how researchers went about in theirysaticGirriving at the said outcomes. All
these involves documenting scholars’ modes of cotmaly research as related to a considered
field ranging from information gathering to its &was. This method helps a researcher to
identify the approaches that have been used andheowr she should do something quite
different from others.
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Systematic

Systematic literature reviews are the type thatceatrate on the empirical question
embedded in any scholarly write-up. Empirical gioest in research focus on the cause and
effect of a phenomenon. For instance, “does edutaginger cause productivity?” outcomes
from this kind of studies are of importance to e@shers. Any researcher, who would want
to investigate any concept similar to education pnoductivity, would have to critically
review previous findings from related works. Thesrh of literature review is also known as
empirical literature review.

Theoretical

This form of review surveys the number of theorgtthas gathered in connection to the
issue, concept, or phenomena being investigated. thi&oretical literature review aids in

establishing which theories already exist, themtrenships to the considered topic of study.
It also helps to develop new hypotheses to bedastéhe ongoing study. In addition, this

form of review assist researchers to know apprtgmess of theories or reveals the
inadequate of theories to the research problemadyradentified. Theoretical review is

different from conceptual review in that, while tf@mer centres on known or existing

theories, the latter reviews concepts or variallébe considered research.

4.0 CONCLUSION

In this section, you have leant about what literatteview entails. You have therefore
understood in a nut shell that, literature revieathe acknowledgement and surveying of
scholarly articles. Also, you have learnt aboutppge of literature reviews in publications.
That, literature reviews provide framework for sag] its shows how familiar a researcher is
with the studied area, it also helps the research@tentify the gap in a study, etc. Besides,
you have also learnt about the various forms efditure reviews and their usefulness. In
rounding-off this section, you learnt about theethbasic kinds of referencing and citation
methods.

5.0 SUMMARY

In this unit, we have dealt in detail with whaet#ture review encompasses. Among aspects
of literature review considered were: the meanirigliterature review, the purpose of
literature review, the types of literature reviemdaa lot more.

.0 TUTOR-MARKED ASSIGNMENT

Discuss fully what literature review is all abausocial sciences.

What are the essences of literature reviewsaarches?

As student of research methods, itemize whatenitdcature reviews‘good.’
Explain “in text citation” and give two basicarples.

el N
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1.0 INTRODUCTION

We have just rounded-off discussions on literatoegiew. You will recall that, we
considered vital parts of literature review suchmsaning of literature review, it purposes in
scholarly write-ups, the types of literature revj@eferencing in researches and many others.

In this section, we shall be looking at theoretiaald conceptual frameworks in social

sciences research. These aspects in any acadesearck are considered as the foundation
on which a study is built. Therefore, this aspecac¢ademic studies cannot be downplayed.
As we continue in this section, we shall be disitigsgsheories in research and its roles,

theoretical and conceptual frameworks, etcetera.

2.0 OBJECTIVES

By the end of this unit, you will be able to:
e explain what he/she understands about theory eareb
e discuss the role theory plays in research
¢ define theoretical and conceptual frameworks ieaesh
o differentiate between theoretical from conceptual.

3.0 MAIN CONTENT

3.1 Theory in Research

Recall that in unit one of the first module, we sidered some scholars’ understanding of
what research is about. Prominent among these idgfinition given by Fagboungbe (1993).
He defines research as a quest for new knowledgengret to an identified interest or
problem through the application of the scientifgpeoach or process of investigation. Also,
Asika’s definition (as cited in Chartered Institubé Personnel Management of Nigeria
(CIPMN) study pack, 2007) sees research as an izeghenquiry that aims at providing
information for solving identified problems. These definitions are pointer to the fact that,
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research is a process by which solutions are pegffto identify problems scientifically.

In giving solution(s) to problems already identify social sciences, certain lay down rules
which guide the processes are strictly adheredAtoong these rules is that, theories or
theory should underpin research works. This wiyl the foundation for the study which
forms the core of any study in social sciences.sBydoing, the process becomes scientific
and this lay the basis for theory in research.

3.1.1 Theory

Since the basis for theories or theory in resedrah been established, it is therefore
necessary to know the meaning of theory and knbww ahtails in social sciences research.
Theory connotes different things to different peomven including individuals’ fields of
study. For instance, in social sciences, certdmolacs would identify theory with any form
of conceptualization, such as employment, growth, rwages and salaries, politics, crime,
conflict and many others. Theory is a statemenhaW and why specific facts are related
(Adegoke, 2012). This definition shows that, thesriin scholarly papers explain how
concepts of focus are linked together to aid ptexi¢s). To give credence to this assertion,
Stark’s definition (mentioned in Adegoke, 2012) Heeory as general statements about how
some portions of the World fit together and functiand which bring about predictions that
can be verified. The essence of theories or theomgsearch cannot be overemphasis.

In carrying out an investigative study, researcheysld need to review some related theories
to the field of study to serve as spring-boardramework for the proposed study. There are
times researchers engage more than one theorydrpin a particular investigation. This
would however depend on the area of specializatior. example, in natural sciences,
researchers largely predicate their studies onglestheory. This is however different in the
social sciences where scholars engage a combinatibmo or more theories as framework
for in a study. According to Denzin’s work (cited Ngulubeet al, 2015), a combination of
more than one theory in a giving research is knaw/ftheoretical triangulation”. Theoretical
triangulation is a situation where researcher/metess use theories (more than one theory)
to explain certain occurrence in a study for betiteterstanding. Triangulation of theories in
studies by scholars has the possibility of enhantihe researcher’s understanding of the
phenomenon under investigation and increasing #tdity of the explanations (Ngululet

al, 2015).

3.1.2 Features of Theory

Having considered the meaning of theory, and ritls Wwith research, it will be best to look at

certain things that theory/theories entail. Appathaand Chamblis work (mentioned in

Adegoke, 2012) outline some features which a gbedry will possess. These are explained
below:

e A good theory is distinguished by its usefulness inresearch: In
research/researches, basically, it essence is dfieprsolution(s) to a particular
problem already identified. Going about it, the @ywn guides about conducting
research must be followed. One of the rules isdésign of “research questions”
which the investigation needs to answers. To be &bl provide these answers,
theory/theories become useful means.

e Logical and Consistency:A good should be logical and consistent in redealtc
means that the description of a theory in any ingave study should be rational in
explaining the whole essence of the study. No thebould contradict itself that is
from start to the end, there should consisten@timeory to underpin a study.
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e Testability: Any conclusion/conclusions that are reached asesultr of the
involvement of a theory as a framework should [satde. That is, outcomes from
such study are not capable of being refuted whejested to further investigations.

e Simplicity: A good theory should be as simple as possibleta@etheories can be
complicated in underpinning a study. When this oscuesearchers at times find it
hard to progress with such a study. So, one otliagacteristics of a theory is that, it
must be simple to explain the subject matter.

e Dynamism: One vital feature of a theory is that; it must dyamic. By being
dynamic, it means that theory/theories overtimengbeaas more information and new
empirical evidences are available to subject tthamrreviews. As these reviews take
place, the frontiers and scope of the theory chanipe accommodate current
happenings.

Self-Assessment Exercise 1
1. One basic rule in research is that, theory/theaiesused to underpin investigations.
Explain this in relation to “theory in research”.
2. Define theory. How are theories triangulated irtiualg?
3. Being dynamic is an important aspect of theoriasciiss.

3.2.2 The Roles of Theory in Research

Having established the link of theories in reseanoti it outstanding characteristics, the onus
IS now on us to consider the roles play by thearyasearch. If theories are used as
framework in researches, what purpose does it semgsearch? See discussions below:

e Theories incorporate discrete data to make senseDiscrete data are
disconnected information or observations which maé&emeaning when standing
separately. However, when this disconnected inftiomais incorporated into
theories, and analyzed, it transforms into restiitg enable conclusions to be
drawn. This makes unrelated observations make&sens

e Theories produce hypothesesBecause research is about bridging the gaps that
exist in the body of knowledge, hypotheses playta wle in this regard. These
hypotheses which are consistent with theories herefore derived and are
subjected to test. There are two kinds of hypothés®wn. These are the ‘null
and the ‘alternative’ hypotheses. These shall beudised in details in unit four (4)
of this module.

e Research induces theory:Most researches are carried-out basis on personal
observations. When this happened, conclusions ftdrereemanate which over
periods of time can be tested. After periods ofsexient result which can be
generalized, that consistent result or hypothesmshe translated into a theory.

e Theories as yardstick for research findings:Apart from theories being used as
framework around which studies are built, it alewves as measuring stick for
outcomes of studies. Every research finding is lsuaterpreted in line with
known theory/theories in that field. For instaneere outcome from a research is
not in consonant with a theory, the onus will tmest on the researcher to deplore
reasonable explanations to support the outcome.

e It provides structure for a study: Researches, most especially in social sciences
are theoretically supported in the course of aestigation. Theory/theories in any
research are structures around which the wholeset-a study is built. Like the
physical foundation that supports any erected Igld so are theories in
researches. Theories help to theoretically ex@astudy.
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3.2  Conceptual Framework

In considering the roles theory plays in reseaitcivas found that theory provides structure
for the phenomenon being studied. The structuretiorsad in the context, can be likened to
a supporting frame around which walls are built.isTis commonly referred to as
“framework” in scholarly write-ups. There are twodwn frameworks in research, especially
in social sciences. These are: conceptual and ¢healr frameworks. The two have been
identified as part of the critical elements foruecessful research work (Badiru, 1996).

Conceptual framework also known as analytical franm, is seen as simply as a lens to
describe and understand the world, like it couratérfthe theoretical framework). Also, the
two are different in nomenclature, though, they lawéh interpretive frameworks (Ngulube,
2015). As a result of this interpretative naturdoth frameworks in research, they are seeing
as being fundamental to the success of any imast@ggphenomenon. Conceptual is derived
from the word concept, and concepts are labelsbesto elements of the real world. Also,
concepts are ideas or abstract expressions frofitiegalt equally assists researchers to
understand the studying phenomena. Jabareen’s gasdgited in Ngulubeet al 2015)
declares that, conceptual frameworks provide undeding, rather than offering a theoretical
explanation. Jabareen’s view shows that, concepitaaiework is about the description of
concepts as they relate to the investigating phemnom

Ideally some scholars have expressed their viewsitalvhat conceptual framework stands
for in research. Scholars views stated here areiomea in Ngulubeet al2015. In Jabareen’s
view, “conceptual framework is a network, or a planf interlinked concepts that together
provide a comprehensive understanding of a phenomenphenomena”. This view shows
that; conceptual framework is a broad understandbmut the issues being studied with the
aid of the interlinked concepts. Also, Ravitch d&idgan (2012) see “conceptual framework,
as both a process and a framework that helps trtdand ground researchers, is “an
argument about why the topic of a study matterd,why the methods proposed to study it
are appropriate and rigorous”. Simply, the duo’bmsission reveals that, a well detailed
conceptual framework opens up the issue being edudiearly to the researcher(s). “A
conceptual framework explains either graphicallynoa narrative form, the main dimensions
to be studied — the key factors or variables aedpitesumed relationships. A framework can
be rudimentary or elaborate, theory driven orconseasical, descriptive or causal” (Van
der Walt, 2003). Van der Walt's definition or vie@kout conceptual framework explains why
in some fields of studies like in natural sciend&sycharts are employed to conceptualized
investigating phenomenon.

Robson’s work (as mentioned in Nguludteal, 2015) declares that where flowcharts are used
to represent notions is known as concept mapsgriaige diagrams, systems or Venn
diagrams, and conceptual modelling. These chartoncept mapping links, differentiates,
and relates these notions to each another (Dalefyo&e, 2010). What Daley and Torre
indicate is that the key concept (the dependenabi@) is captured at the top of the chart.
Other concepts (the independent variables) whielrelated to the key concept of interest are
recognized and linked to each to the main concept.

3.2.1 Roles Conceptual Framework Plays in Research
Having considered the meanings and all that isliegin conceptual framework, it will be
of importance to look at the strategic roles cohgabframeworks play in researches.

36



According toRavitch and Riggan’s work (cited in Nigoe et al, 2015), they submit that,
conceptual frameworks in researches clarify, erpénd justify methodological decisions.
For example, a good and well-drawn concept mapreasal to a layman what a particular
study is about. This best explains Ravitch and &igunderstanding about the role play by
conceptual frameworks in researches. Other rokes ar

e It makes research coherentthe dictionary means of coherent are clear, logical
lucid, and many others. Research is all aboutmutngether facts, thoughts, ideas
and information in such a manner that its outcoméidoth be clear and logical in
conclusion. For this to be achieved in any inveshg study, conceptual
framework comes handy.

e Research is made explicitone of the ways conceptual framework can be utilize
to underpin studies is through concept mapping.c€pnmapping by definition is
the visual representation or display of an invediigy phenomenon. It is an
instrument that supports the usefulness of cone¢gtamework in researches.
When the constructs or concepts entail in a studg aictorially or
diagrammatically shown, the study becomes clearer explicit even to the
ordinary man.

e The selection of key variables is possiblen every research, there are basic
concepts that important to a study. With the aich avell-designed and explained
conceptual framework, these key works are carefdlgcted and prioritized in the
study.

e Coherency between empirical and conceptual resulis made possible:since
research is about solving societal problems, outsothat result from the process
should be made clear to the public. This is wheomceptual frameworks
harmonize both the empirical and conceptual finglitya form that will be simple
and logical in its interpretations.

Self-Assessment Exercise 2
I.  Theories are measuring sticks for research oudiisdyss.
ii. Explain this statement “concepts are abstractiamfrreal world” in relation to
conceptual framework.
iii.  According to Ravitch and Riggan, “conceptual frarogg in researches clarify,
explain and justify methodological decisions.” Wien you make out from this
statement?

3.3  Theoretical Framework

Models are building blocks for theories (Ngulweal, 2015). Inferring from Ngulubet afs
submission, it means that theories originate fromdefs. In social sciences domain,
specifically in the field of Economics, models atisual or mathematical representation of
experiences from real world. These models in camjan with numerical data are then
subjected to empirical test which produce testahft verifying outcome(s). Thereatfter, these
outcomes are tested and generalized in the formymdthesis. After the hypothesis outcomes
have been generalized and accepted, the modekis fdtrmed into a theory. Generally,
scholars have come to the conclusion that, theanesabstractions from reality. There are
really no clear-cut distinctions between a model artheory. However, be that as it may,
unlike model that merely describes a phenomendhgary has the ability to explain and
predict a phenomenon. Also, while a theory is vedithrough a preposition, using a known
methodology, this is not the case with a model.

Theoretical framework is derived from theory. Adhgis a research structure around which
an investigation on a phenomenon is built. Reseanghthods dictate how a study is
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conceptualized and interpreted; the theoreticahéwork informs its methods (Ngulukéal,
2015). Most methodologies or methods used in rekearare informed by the nature of the
theory that underpins a study. Theoretical framé&wonave been variously defined by
scholars. Let us consider few of these definitions.

According Borgatti (1996) “A theoretical framewoika collection of interrelated concepts,
like a theory but not necessarily so well worked-@\u theoretical framework guides your
research, determining what things you will measarej what statistical relationships you
will look for.” This definition by Borgatti has falher gave credence to Ngulule¢ al's
submission that, the form of a theory that undexjginy research, dictates the methodology to
be used. And that many key concepts which arergltged are embedded in the framework.
Also, University of Southern Carolina (2012) defint@eoretical framework “as the structure
that can hold the theory of a research study. Teeretical framework introduces and
describes the theory which explains why the resesrbeing conducted.” By this definition,
what theoretical framework does in a study is tty faxplain and describe the theory itself,
and how it relates to the investigative phenomeomis (1999) sees theoretical framework
“as a structure that identifies and describes tAgpmelements, variables, or constructs that
organize your scholarship”. From the perspectivEmfis, theoretical framework is more of
a structure which gives shape to a scholarly stirdg. nut shell, the meanings of theoretical
framework examined as opine by various scholarerdes the nature and roles play by
theoretical framework in research.

3.4  Distinction between Conceptual and Theoreticdtrameworks

In social Sciences, both theoretical and conceftaaleworks play key roles in conducting a
research. Researchers, especially in social s@eareegenerally obsessive about knowing the
real social world and how man relates with it. Tlsigossible by means of concepts and
theories involved in a study to explain certain mm@enon. According to Aworlet al,
(2006), “researchers are expected to explain wkatplienomenon they are interested in,
only from extant theoretical perspectives”.

Therefore, the distinction between the two canlgds derived from the explanations thus
given. However, be that as it may, we shall makkerefo outline few differences between
the theoretical and the conceptual frameworks. &/hileoretical framework provides a
disarticulated guided and inconclusive explanatbout the reality of the social world, the
conceptual framework synthesizes various theoitetstandpoints which lead to new
framework. Whereas conceptual frameworks are bgglaieed by means of diagrams,
arrows and the likes, to relate the links betwéendependent and independent variables, this
is not often possible with theoretical frameworkstead, models are commonly used. While
the theoretical frameworks are predicated on omeipal theory, the conceptual frameworks
are based on various theories, concepts and cotsas embedded in the investigative issue.

Self-Assessment Exercise 3
i. Define theoretical framework.
il.  Theories underpin research discuss.

4.0 CONCLUSION

In this aspect, vital issues relating to theorétmad conceptual frameworks have been
considered. Sub-topics like meaning of theory, rible theory plays in research, theory in
research, and a lot of others. Besides, theoregiodl conceptual frameworks were deeply
discussed. We looked at the distinctions betweentwo, the role they play in researches,
and many more.
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5.0 SUMMARY

In this unit, we have considered in detail theasdtand conceptual frameworks. Among the
aspect of theoretical framework and conceptual éwaark fully discussed were: the meaning
of theory, the role of theories in researches, epha@l and theoretical frameworks and their
roles, and many others. All these issues discussigcexplained what the topic of the unit is
about.

6.0 TUTOR-MARKED ASSIGNMENT

1. Both conceptual and theoretical frameworks upidesiny academic study. However,
they differ in orientation. Discuss these differesic
2. List and explain the characteristics of theories
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1.0 INTRODUCTION

In unit 4 of the just concluded module, you leahbwat research topic and guidelines for
chosen a researchable topic. In one of the guidingiples, it was stated that a researcher or
project student should select that research topiproject topic in which ‘data’ are easily
available. In essence, availability of data is vemycial to the researcher and the studied area.
Because of the strategic nature of data in reseanctiis unit, you will learn about ‘data
acquisition’ and all that is entails. Data acquositis simply the process of gathering the
needed information about a phenomenon under igat&in. In fact, you are about to study
another interesting unit, where you learn aboutnditeire and sources of data, data collection
methods, etc.

2.0 OBJECTIVES

By the end of this unit, you will be able to:
e define data
e identify the various sources of data
e list the data gathering methods
e explain data measurement
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3.0 MAIN CONTENT

3.1 Data Collation

Data collation cannot be wholly understood withéitgt understanding what ‘data’ are in
research. The term data are vital to social andrahsciences research, especially when
undergoing economic studies. What are data?A latnolerstanding and meaning has been
adduced to data by various scholars. Data are valfigualitative or quantitative variables,
belonging to a set of items. They are abstract&pinthat can be viewed as the lowest level
of abstraction from which information and follow yowledge are derived (Gertrudes,
2007).From this simple definition, we can deduce itfferences between data and
information. Unprocessed data (raw ones for thdatarjamake no meaning to the researcher
until they are worked on (i.e. processed). Thithésbasic distinguishing factor between data
and information.

In the interim, our focus is on data collation mformation. However, the row of data in
social and natural sciences cannot be overemplassigaformation and knowledge are
dependent on it. Little wonder Neter el ta (197Bnes that, data are facts or figures from
which conclusions may be drawn. And that data ake material of statistics, in which
without it no statistical analysis can be done.

The procedure for putting these data together bgarehes in order to draw conclusion is
known as ‘data collation.’ It is important to ungiand that, data collation is not synonymous
with ‘data collection’, and it cannot be used ioteangeably. While data collection is all
about WHO, WHAT, WHERE, WHEN, WHY and HOW data @&hered, data collation is
the preparation and summation of data from the sdat@ elements, but from the different
sources or the summation of data from identicate®but over a period of time (Gertrudes,
2007). For example, the purpose of data colladon obtain information to keep on record,
to make decisions about important issues, or te pésrmation on to others.

The collation of data is procedural. By this, itane that, after the collection or gathering of
raw data from various sources, using various taots from various strata of the population,
these data would have to be organized in a formvtloalld enable conclusions to be drawn,
and decisions made. The organization of these idedaa form that would be useful to the
researcher will require some statistical analyseprocedures such as data grouping, data
tabulation, data tally, data frequency and a loten@ll these processes put that data in a
collation form which makes it presentable to previdformation require for a purpose.

3.1.1 Nature and Sources of Data Collated

We have understood in simple term what data cohain research method is all about. At
this juncture, it is very important to discuss theure and the sources of the data collated.
Data are either qualitative or quantitative. Igisalitative when not countable or measurable.
For instance, attitude of an individual, colourx,sgualification, etc., are good examples of
gualitative data. On the contrary, quantitativeadate countable and measurable. This allows
for the correct value(s) to be ascertained. This desearch is going numerical. This implies
that, seemingly intangible concepts such as igetice, anxiety, etc., can now be assigned
numerical values. In the past, these intangiblecepts were seen as qualitative because
expressed characteristics were merely described expiained. There is the need to
understand that the nature of data collated foragigolar study is dependent on the
following: the purpose of research, population aachple of subject, and the problem-focus
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of the research.Project students or researcheltliie research data as regard the study
they are undertaking. However, what guides thematds the type, volume, population,
sample, and so on of information require determitesnature of the data guided by the
aforementioned factors.

Two main sources of data collated in research eXistse are the internal and the external,
and data gathered from these sources can furtheatlegorized into primary and secondary
data. This is in line with the method employed aflexting these data.

3.1.1.1 Internal Sources of Data
These are data that are generated within the eofiran establishment, in the course of its
day-to-day task. For instance, Business firms thk@se of financial institutions produce a
large financial data such as volume of transactibalnce sheets, data on income statement,
data on its staff, etc. In the same vain, highstitutions of learning generate and keep data
on internally generated income, enrolment figuressgession, subventions from government,
and a lot more. Peretomoe@¢ al (2010) conclude that, when an organization wonkst®
own created data and publishes same, which adis @sn source data, such is recognized as
internal data.

3.1.1.2 External Sources of Data
They are data sources other than the internal esuithese are data that are utilized by
researcher(s) or organization(s) that do not gém¢hem. They (external data) are numerous
and varied as they are gotten from published doatsneExternal data source is further is
grouped into ‘primary’ and ‘secondary’ sources.infary source data is one of the ways
external data can be obtained. It is the gatheaimd) publication of data generated by the
collecting body. For example, population figuresllemied and published by National
Population Commission (NPC). While secondary datarce in external data, is the
publication of data different from the one origigadathered by the organization. According
Richmond cited in Peretomoae al (2010) ‘primary data’ are those collected by thalgst
or the agency; and it is ‘primary source’ of dataew the agency or the individual publishes
them in a publication. In the same vain, when avidual uses data already compiled in a
publication published elsewhere, the individual sussecondary data’. However, if an
organization which did not part-take in the oridigathering and collation of the data but
published the data, they are refer to as ‘secorstauyce’ of data.

3.1.1.3 Primary Data

A lot of times, studies are geared towards achg\anspecific purpose and these
studies may involve that the individual concernezhting his own data. At time, there

are cases where there are no data to assist tharcher or where the information

available is not adequate for the study; this megessitate the generation of data for
the purposes of the study. Primary data gatheargnown to be connected with field

observations, questionnaires, personal interviemd @xperiments. These methods
allow the data to be collated in line with needrd study.

3.1.14 Secondary Data

They are data that had been collected and procdssat individual or organizations and
only extracted for use by researchers. Such datasarally gotten from either unpublished or
published sources like books, journals, office repand statistics, newspapers, magazines,
institutions records, government gazettes, Nati@umbau of Statistics (NBS), Central Bank
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of Nigeria (CBN), National Population Commission R®), Nigerian University
Commission(NUC), WAEC, NECO, etc. Information untieis category is ready made; such
that users have no control over it. Researchertharefore advised to be cautious about their
use. The reason is that at times these data malgdmdete or may have been tampered with.

Self-Assessment Exercise 1
i.  What are data?
ii.  List and explain the two basic data source.
iii.  Data collation is not synonymous with collectionajaliscuss.

3.2  Categorical and Numerical Data

The fact that data in this modern time is fast lpéiog numerical, it's still remains an
undeniable truth that numerical data are part as<lof data. Data are classified into to two
categories both in natural and social sciencesareseThese categorizations are ‘Numerical
and Categorical’ data (see fig 3.1). These are@tpldiscussed below:

1.2.1 Categorical Data

In statistics, categorical data are statisticabdahich consisting of categorical variables or,
they are data which have been transformed intor@,fsuch as grouped data. Therefore,
categorical variable (also known as nominal vagald one that has two or more classes with
no intrinsic ordering to the groupings. A good arste is gender. Gender is a categorical
variable having two categories (male and femalé) wo intrinsic ordering to the categories.
Another visible example is colour. Colour has nurebef classes or categories these are
white, black, red and many more known. A purelyegatical variable permits researcher to
assign categories but cannot clearly order thealbbes. In fact, there is no acceptable means
of ordering the variables from highest to lowesvioe vasa.

Categorical variables can equally be referred taliasrete or qualitative variables. They

(categorical variables) can take on exactly twai@alknown as dichotomous variable and
polychotomous variable. Dichotomous variables dse aominal variables; these variables
have just two levels. A perfect example is the cafsgender as mentioned earlier. In that
instance, an individual we would most probably btegorized as either "male” or "female".

On the other hand, polychotomous variable is véithat can have more than two values. It
can be ordered, unordered, or sequential: Instanicdgese data include blood type such as
blood group A, B, AB, O and many others.Variabledata that have more than two possible
values are all classed under polychotomous exaepbihary variables. Categorical data or
variables are not onlydichotomous and polychromthesy are also nominal, ordinal, interval

and ratio data or variables. These are discussgerumeasurement of data.

1.2.1.1 Measurement of Data

Data measurement in both natural and social scistuzhes is the recording of observations
that are gathered in the course of conducting rese#t equally entails assigning values to
the human behaviour under investigation. This imesl the sorting, classification,
categorization of the properties and qualitieshef human behaviours (Adegoke, 2012). The
assigned values can be in numbers, symbols or yadfieunit analysis. There are four
measurement scales in valuing research data @blasi

¢ Nominal variables are variables that have two or moregeaies (that is dichotomous
or polychromous) but do not have any basic order.dxample, an estate agent in
Abuja could classify the building properties untie’her control into categories such
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as mini flat, 2-bedrooms, 3-bedroms or duplex. Hhiews that, the type of building
property is nominal in nature because it has fdyircategories. It is pertinent to note
that, the different categories of a nominal vaeabhn also be called levels of the
nominal variable. Also, classifying people accogdia their various states of origin in
Nigeria is another good instance of nominal vagabl

e Ordinal variables are variables that have two or more goates like nominal
variables; however, these categories can be orderednked unlike in nominal
variables. For instance, suppose a question isdaskeut “economic policies in
Nigeria” and we have responses such as ‘very inidgcOK’ and ‘not very much.’
This is a case of ordinal variable. The “econonadigees in Nigeria” is an ordinal
variable with three categories of responses sucheag impactful’; ‘OK’ and ‘not
very much. These responses can be ranked fromdbkepusitive (very impactful), to
the middle response (OK), to the least positivet(oy much). Yes, the responses
can be ordered or ranked; however, values cannassigned to them. For example,
the response ‘OK’ cannot mean to be trice or tvaiseositive as ‘very impactful or
‘not very much.’

¢ Interval variables are similar to ordinal variables, howedweir distinctive feature
are that they can be measured along a range amdnenerical value assigned to it.
Time is a good example of an interval variable ocales with known incremental
values. These interval values are consistent arasunable. Another good instance is
the temperature gauge calibrated in degrees Cetsidsahrenheit. The difference
between the degrees Celsius’@and 28C, 80C and 96C) is of constant interval. In
this instance, 14T is the constant interval. However, the shortcgmirth interval
scales/variables is that, they don’t have a “trei®’z and it is not possible to compute
ratios because it is only addition and subtractitat are possible with interval data.
Multiply or divide interval data is highly imposs

e Ratio, it a version of data measurement scale and thashighest level of data
measurement in research. This is because; it messdbhe attributes of nominal,
ordinal and interval variables/data. Variables sashweight, area, speed, velocity,
and many more are sets of variables which no adbale is appropriate except the
Ratio. Ratio has an absolute or natural zero (¥9hich has realistic implication.
When a measure is zero on a ratio level, it inégdhat the variable has none of the
things being measured. All the operations in mattie® (addition, subtraction.
multiplication and division) are only possible onaéio because of the absolute zero.

1.2.2 Numerical Data

Recall we mentioned earlier that data are fast in@ggp numerical. However, no matter what,
some data are still categorized as categorical (ioaninal, ordinal, interval and ratio).
Numerical data are generated from numerical vaggbllvariable is a property, or a
characteristic, of a data that may vary from oamito another or over time, while features of
data are described by collection of variables). Hucal variables are also quantitative in
nature. That is, numerical and quantitative areosymous, and can often be used
interchangeability. By understanding, numerical dquantitative variables are variables
measured on a numeric scale. That is, they havesattached which are numerate in nature
such as Height, weight, response time, temperatamd, examination scores are good
examples of numerical variables. Numerical varialdee differentiated from categorical
(also known as qualitative) variables such as gergkx, state of origin, and nationality
where there is no ordering or measuring involvedimidrical data come in form of a
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measurement or counting. Supposing a conversatismeebetween two individuals, and we
have statement such as what is height and weigii,tle®e other individual responded by
saying 3.8m and 67kg. Or what numbers or volumeshafes you ownin First Bank PLC,

how many pairs of shoes have you in store oveeth&€he answers to these will always be in
counting form such as 10000 shares and 12 pairshoés. These are numerical data.
Numerical data can be further broken into two geyupey are discrete and continuous.

o Discrete data is sub-set of numerical data. It represdmtg$ that can be numbered;
they take on possible values that can be listedTht is, variables whose values are
whole numbers (counts) are called discrete. Discdetta is further sub-divided into
finite and countably infinite. It is finite data wh the possible values are fixed. For
instance, the number of ones in 2 dice cast takegatues from 0 to 12. However,
countably infinite data are possible values whiah e counted up to infinity. For
example, the number of flips needed to get 106 takes on values from 100 on up to
infinity (if you never get to that 100th tails).

e Continuous datarepresent possible values of items which cannatolted and can
only be described using intervals on the real nunlibe. In simple term,continuous
data are variables that may contain any value wishime range. A good instance is,
the actual amount of petrol (motor spirit) boughttee filling station at a price for
cars with 17 litres. It is a continuous data beeautscounts from O or 1 liter to 17
litres, which is represented by the interval [0], Ificlusive. As a buyer, you could
decide to purchase 2.80 litres, 4.52 litres, 6.6246s, or any possible volume as far
as it falls within the range of 0 or 1 to 17. Yought pump 8.40 gallons, or 8.41, or
8.414863 gallons, or any possible number from B0to

Class of
Data

Categorical Numerical

Nominal [ Ordinal }[ Interval ] [ Ratio ] Discrete [Continuous]

Fig 3.1: Chart showing the class of Data

Self-Assessment Exercise
I.  What are the basic classes of data you know?
ii.  Blood groups belong to a class of data, discuss.
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3.3 Analysis and Presentation of Categorical Data

From the foregoing, it is clearly evident that yoaw understand what categorical data are all
about, going be what you have learnt thus far alt@ga and its nature. Recall we have
mentioned that, categorical variables or data &e qualitative in form. That is, they are

with no intrinsic value(s). They are unlike numafidata which are quantitative in nature,
which have intrinsic values (that is, countable)eTonus on us is to show or describe how
these data (categorical) can be analyzed and peesen-order to convey the require

information the public to aid decisions.

To clearly analyze and present categorical datavtioalld assist top executive management
in strategic decision making, some statistical 4oslch as Frequency table, Graphs
(frequency graph, bar graph, histogram, etc.), €duiare, Spearman rank correlation,
Contingence table, and a lot of others shall beedept instrument in this regard. For

instance, information about Nigerians’ blood growps be gathered from medical centres
across the nation, and the most popular of thesepgrwould want to be ascertained. To do
this, frequency table comes handy as a good statisvol to show the blood group with the

highest number (that is, the most frequent/occgramong the blood groups). Frequency
distribution or table consists of counting numbéiscores which fall into various response
groups, such as blood groups A, B, AB, and O. Wipm@ple do not fully understand the

information presented in the table, further analftistep could be taken to make to
information clearer. At this juncture, frequencypgin, histogram or bar graph is employed to
present the information in a picture form for bettederstanding. Graphs are simply defined
as pictorial representation of figures.

Furthermore, there are instances when researcheutd wvant to establish if there are
possible links between two or more categoricalaldes. For example, a researcher may be
interested in knowing if there could be any possddsociation between the kinds of blood
group that human- beings have base on sex (maldeammle). To analytically carryout this
study, the researcher could use Chi square or Bp@arank correlation as a statistical tool to
analyze the data collected. Chi square and Speamaak correlation are statistical
instruments utilized to establish any possible l@tween categorical variables. These tools
(Chi square and Spearman rank correlation) arg didicussed in module four.

See a hypothetical example of how Chi square idiegppo establish links between two
categorical variables. A group of students weresifeed in terms of personality (introvert or
extrovert) and in terms of colour preference (segllow, green or blue) with the purpose of
ascertaining if there any nexus (relationship) leemvpersonality and colour preference. Data
was collected from 400 students and presenteder2tirows) x 4 (columns) contingency
table below:

(Observed counts) Colours
Red Yellow Green Blue Totals
Introvert personality 20 6 30 44 100
Extrovert personality 180 34 50 36 300
Totals 200 40 80 80 400

Suitable null and alternative hypotheses might be:
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e Ho: Colour preference is not associated with persiynal
e Hj: Colour preference is associated with personality

To perform a chi-squared test, the number of stisdexpected in each cell of the table if the
null hypothesis is true, is calculated.

Calculated

The expected numbers (under the null hypothesisaat cell are equal to

row tatal x column total
grand total

Thus for the introvert/red cell the expected number

100 % 200
400

= 50
To calculate the chi-squared2) statistic the value of

z
(observed frequency — expected frequency)
expected frequency

needs to be known for each cell in the table. fstance, the introvert/red cell is

2
(20-50) - 4500
50

The chi-square statistic is calculated to be totéhese values

(Expected count: Colours

Red Yellow Green Blue Totals
Introvert 50 10 20 20 100
Extrovert 150 30 60 60 300
Totals 200 40 80 80 400

From these expected and the observed values, isgwuéred test-statistic is calculated, and
the resulting p-value (probability value) is exaedn

Chi-Sguare Tests

ASyImTIp. Sig.
walue ot (Z2-sided)
Fearsan Zhi-Square 24 8359 4 .aon
Likelihood Ratio 25178 4 .aan
Iﬂlsnsenacrigt?nlrwmear 1.370 1 242
M ofvalid Casexs 440

a. 0 cells (0% have expected count less than 9. The
minimum expected countis 18.13.
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Note: The p-value IS printed as .000.
The general rule (rule of thumb) when using proligbralue is, if p-value > 0.001, H{null
hypothesis)is not rejected. That is, you acceptedt, and if otherwise, you rejected,Hnd
accept the H(i.e. alternative hypothesis).

Results
The chi-squared test statistic is 71.20 with am@ased p < 0.001.

The null hypothesis is rejected, since p-value GO0, and a conclusion is made that colour
preference is associated with personality. Thidine with the hypotheses stated earlier.
Looking at the data, is noted that more introverefer blue Colours than expected and less
preferred red. The extroverts tend to favour redentban blue.

Apart from that we have been able to analyze caisgjadata using Chi-Square, frequency
graph (or bar chart) can be used to analyze tha. decall, it mentioned earlier that bar
graph is engaged to present the information inctopal form for better understanding.
Consider the bar graph below

Fig: 3.2: Bar chart showing the relationship betmpersonality type and colour preference
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3.4  Contingency Table

Outside the chi-square applied to analyze a hypiotiienstances of the relationship between
two categorical variables, another interestingstieal instrument that can be used to analyze
categorical variables/data is the contingency taBtantingency table is an exhibition of the
observed frequencies of two or more categoricalalsées, which are arranged in rows
usually denoted by letter’*and in columns also denoted by the alphabetThe whole of
the observed frequencies of the two variables beowgidered is referred to as the sample
size, and mostly represented by small lettdr Shown below is a typical format of a
contingency table.

However, before considering a hypothetical contmyetable, it is very important to
understand the procedural process of ascertail@dChi-square from a contingency table.
Consider the test procedure itemized below steptép. It is very important especially for
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research students (final year students in CollegeSducation, Polytechnics, Universities,
etc.) to familiarize themselves with these steps.

Analysis Process:

1. Remember to state the hypotheses. That is, theamdlthe alternative. Students
should learn more on how to state the null andraiéve hypotheses between two
mutually exclusive variables.

2. The randomly selected sample, which is the obsemespliencies (values) should be
enter/recorded in each cell of the contingencyetadhd the row, column and grand
totals estimated.

3. Thereafter, evaluate the expected frequencies ofibed E-values for each cell.

4. Determine the valueof the test — statistic (thathie Chi-square value).

5. Having done step 4, proceed to calculate the degrédreedom (df). This is very
crucial in arriving at the final decision. Theredodf =(r — 1) (c — 1) wherer and
care both numbers of rows and columns in the coeting table.

6. Then use the significant level as given, usually 5%/0.05 or otherwise stated and
df, determine the critical value (as knowntalsle valug y2, and

7. Compare the table valugrd) and the calculated value gf, and decide on the
variable dependency using decision rule.

Decision Rule:
o Do not reject K if 3 is less thayZ ¢-1)c-1).
o Reject K if 5 is greater thaw? -1)(c-1).

Contingency Table Format

Variable Y Variable Z Total
Z1 Zo ... 4
Y1 011 012. .. Q¢ R1
Y2 021 02z .. O R>
Yr Orl Or2 e Qc Rr
Total Ci G... G n

From the contingency table formant shown above,cam by inference deduce a lot. For
instance, the two categorical variables proxy¥Yyand‘Z’ are mutually exclusive. That is,
they have nothing in common. For example, a rebearmay decide to investigate into
‘colour’ and ‘human personality.” These are two egmtrical phenomena from simple
understanding do not have any thing in common. Qtfierences that can be drawn from the
table are:

(i) Both the numbers of rows and columns that makehagdble can be ascertained (it is a
table  where items or figures are arranged insramnd in columns). Even, the sample
size can equally be known. This is always denotetthé grand total.

(i) The figures or values of the observed frequencaeshe determined via the intersection
of the individual rows and columns.

(i) The totals of each row and column, is the soation of the frequencies that make-up the
rows and columns.

(iv) The expected frequency, which in this case isesgrted byE; is the observed
frequency in row i and column j in various celltbé table estimated thus:
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_ Row~x Column

" Sample
This formula will be used to estimate the expedteduency in the various cells. These cells
are likened tdey, E4, E5 andE,, as calculated below.

Let consider an imaginary instance using contingdable. Supposing 400 students, 260
boys and 140 girls were interviewed about theie@fbn for two major vehicles Brands in
Nigeria: Toyota and Honda. The results reveal théije 160 preferred Toyota, 100 liked
Honda in the boys’ group. In girls’ category, whilé liked Toyota, Honda was the choice of
50. The question now is, do these classes of p€bpies and girls) vary in their affection for
the brands of vehicles?

Solution:
There is the need to design the “observation taoleshow both the rows ‘r’ and columns ‘c’,
and then proceed to state the two hypothesesgheenull and the alternative). Thereafter, we

shall determine the “contingency table” using thlxpezted frequency formudEij). From

2 . "
there, we compute the chi-squz(r/g )test statistic; compare the outcome with the aiitaf

the table value, and decision can be inferred fitwath

Observation table

Vehicles Brand

Sex Toyota| Honda| Total

Boys 160 100 260

Girls 90 50 140

Total 250 150 400

H,: Sex and vehicles brand are independent

H,: Sex and vehicles brand are dependent of one @noth
The estimated expected frequencies usindstheormula are as state below:
E,= 162.5 E,=975

E,=87.5 E,, =525

Having estimated the expected frequencies fromaibgerved frequency table, we shall
therefore design an expected contingency tablegubkim figures.
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Contingency table

Toyota | Honda | Total

Boys | 1625 | 97.5 | 260

Girls 87.5 52.5 140

Total | 250 150 400

Therefore, the computed chi-square test statistipl@ying the tables, the observed and the
contingency tables, we shall have the figure bedswhe chi-square calculated:

2
ZZ=Z(O_EE) — 0.43.

The degree of freedom (df) for the contingencydabl given thus: (number of rows — 1)
2
(number of columns — 1) is equal to (2-1) (2-1kaual to 1. At;(oo5 = 3.84. Therefore,

since the calculated value (0.43) is less thanahle or critical value (3.84), we do not reject
the null hypothesis. Hence, we conclude that sexvahicle brand is independent.

Self-Assessment Exercise 3
1 Briefly explain the importance of Chi-Square in lgmang categorical data.
2 Frequency table comes handy as a good statisiohMthen analyzing categorical
data in social science research, discuss.

4.0 CONCLUSION

So far, we have discussed what data collationl igkalut. It is thus clear that, data collation
and data collection cannot be used interchangedlblg. various sources of data collation
have also been discussed, where we looked at hi@imal and external sources. We equally
discussed categorical data. We have seen its ca@sgbow they are measured, and their
presentation and analysis. The section was rounffediscussing contingency table, and it
can be used to analyze categorical data.

5.0 SUMMARY

Having studied categorical data/variables, and #dreyanalyzed, it is pertinent to know that
categorical variables such as colour, personality athers can be analyzed like the
numerical variable or data.

6.0 TUTOR-MARKED ASSIGNMENT
1. What are data? Explain the two main data sourcedgwe read about.
2. Data collation is essential in research, list axlagn any five mode of data collation.
3. In quality data management, three main issues ¢ommend. List and explain them.
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1.0 INTRODUCTION

In the foregoing section, we considered data dofiatthe source, categorical data,
presentation and analysis of categorical dataadotiof others. We have learnt that, in social
and natural sciences, the collation of data issgabnymous with data collection. Recall also
that, in the summary preceding unit, we had meastiothat categorical data like numerical
data can be estimated. The estimation of catedmaceble is made possible by virtue of the
scale used. In this part, we shall be looking dlection scales such as Likert, semantic
differential, and others used in social sciencesagch.

2.0 OBJECTIVES

By the end of this unit, you will be able to:
e discuss at least one scale used in social scieasearch
e apply at least one of the scales in your research.

3.0 MAIN CONTENT

3.1 The Likert Scale

As already discussed, categorical variables areeiddjualitative in nature. They basically
have to do with issues like personality traitsjtadies, behavioural change, perceptions,
values and a lot more. These variables are nollyeasasured or captured when it has to be
examined. Until the advent of Likert scale as a meaf measuring qualitative variables,

various non-convincing methods have been used &mtdy values and attitudes. In both

social sciences and natural sciences researcha$itatjue studies, that have to do with

categorical variables, need be analyzed. To betaldarry out the analysis effectively, these
variables (i.e. qualitative) require transformatfoneasy of presentation and analysis. In this
transformation lays the difficulties. In order toveocome these difficulties, scaling of

gualitative variables becomes essential and hel@mé of such scales is the “Likert Scale.”

Rensis Likert in 1932 developed what is now commdmiown as Likert Scale. This he did
as a response to the difficulty in measuring qatli¢ items like values, personality traits,
perceptions, etc. By definition, Likert scale isanposite of a series of Likert-type items that
are combined into one composite score/variable vamaiyzing data. Meanwhile, Likert-type
item is a single question that uses some aspettieobriginal Likert response substitutes.
According to Clason & Dormody (as mentioned in Beé&Boone, 2012) originally, Rensis
Likert used a series of questions with five respoasiernatives like strongly approve,
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approve, undecided, disapprove, and strongly drespp However, it is now commonly
stated as strongly agree, agree, undecided, desagnel strongly disagree. This is what is
usually referred as the Five-Likert scale. We stsituss more of the forms of Likert scales
soon in this section. A good understanding Likeatles shows that, there is always a positive-
to-negative or a negative-to-positive dimensiomtust qualitative variables or items such as
attitude, personality traits, behavioural changss, That is, a case of two extremes to an
issue such as attitude. For instance, we can séy Méis a ‘good attitude’ when compare to
Bola whose ‘character is bad.” In between these éxtwemes (good and bad), we have
strongly good, undecided/neutral, and strongly baBee diagram below for
detailedillustration.

Positive Neutral Negative

4
<%

v

Strongly
disagre

o

Undecid Disagre
ed e

Strongly Agree

Agree

Sources: Adapted from Johns, R. (2010). Likertstamd Scales, University of Strathclyde

Looking at the diagram, from whichever direction g@&move, the two extremes (that is
positive-to-negative and negative-to-positive) dibscl earlier above must be attained.

Self-Assessment Exercise 1
Define and explain Likert scale.
Data Collection Methods

The methods employed in the gathering of data by m@asearcher in the process of
undertaking a study is a function of the reseaedigh take on by the researcher. That is, the
set of data that will be collected in any studybto carried out will be in line the research
designs’ requirements and purposes. It is worthnofe to know that the system of
information gathering has a serious effect on ésearch outcome.

The modalities of data collection are discussedvweMeanwhile, any of the modalities
discussed here under that best suits the reseasgindcould be adopted by the researcher.

(@) Questionnaire Approach This approach is the commonest form of data ctidla in
research. In fact, Neter et al (1979) describe tipuasaire as the vehicle which aids
data collection. It involves the distribution of epfion items that are expected to
produce important information from the targetediencde. These responses are later
transformed into computer readable form known as diarough a process called
‘codification’. Codification is a process in whicAnswers to question item in
guestionnaires are transformed into a form to beetsiood by the machine
(computer). Three different means to administeistjoenaire are:

(i) Questionnaires directly administered to thgyéded audience by the researcher or
the research assistances.
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(iPostal Questionnaires: The questionnaires ant ® the respondents via the mail,
and the respondents in turn return the questioesdiack to the researcher.

(i) Questionnaires filled by the field ofécs who serve as interpreters in highly
technical aspect of the questionnaires, the fi¢ideys are permitted to help fill
the questionnaires on-behalf of the respondentausecthey know the questions
better than they do.

(b) Observation Approach: this is the direct watching or noting of a pheemon in an
ongoing event. In the non-experimental systems siscthis, personal observation is a
necessary sin-qua-nor. Data are collected dirently used for research purpose. This
approach is advantageous in that, it caters fdolenas such as incomplete and distorted
recall. However, the approach allows for bias aslteof human nature.

(c) Interview Approach: It is a method where the interviewer asks quastithat are
already prepared in a questionnaire form and rett@despondent’s response in a space
provided in the questionnaire. The interview systemmost appropriate when structured.
The organized interview has standardized questimaitsare formal and questions to all
respondents must be precisely the same and eamgad in the same way. This permits
for uniform gathering of data from all the respomideand as a result is easier compare to
the unorganized interview. The organized interviam be used to test hypothesis; it is
not so the unorganized type.

(d) Report Approach: This technique of data gathering has a link wite secondary
source of data. It is a situation where alreadyud@nted information is pooled
together for a study purpose. Data collected thnabg secondary sources fall under
this category. These forms of data are commonlyl usé could be misleading in
most instances.

(e) Telephone Approach It is another method of gathering information t&afor a
particular research. It is a process where questawa asked by the interviewer and
the respondent responds via a medium known aselkphibne. In this case, the
interviewer asks the respondents questions anddedbem as approximately as
possible. These responses are subsequently ugedéaate the research data.

M Results of Experiments Approach The experimental designs in research studies
produce alot of information. The information gottitom these experiments are
regular happenings in researches.

Self-Assessment Exercise 2

Identify and discuss briefly techniques of datehgeihg known to you.

3.3 RESEARCH DATA MEASUMENT

Data are gathered using research tools in the eafrandertaking a study. The graduations
of these tools are peculiar to the kind of reseaesign embraced by the researcher. The
graduation of these tools is dependent on the measunt parameter and design of the tools.
According to Adegoke (2012), measurement of re$edata is the observation and recording
of observations that are gathered in the courskeo$tudy. It equally entails assigning values
to the human behaviour under investigation. Thisasuoeement involves sorting,
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classification, categorization of the properties gualities of the human behaviours. These
assigned values are numbers, symbols or valuesibfanalysis. There are four levels of
measurement in research data. These are discussely.s

Nominal Level Nominal level is the lowest level of measuremeoibsained in research
studies. It is a scaling measurement that assignserical values to attributes exhibit by
human behaviour under investigation. For instatice,sex of a human entity (if Male=1,
otherwise=0); State of Origin (Aba=1, Adamawa=2Zamfara=36); Marital status
(married=1, single=2, separated=3, divorced=4, welb=5); etc. It should be noted that
numerical names are just labels for identificatidnich cannot be ordered or added.

Ordinal Level: Ordinal level has features similar to the nomieakl but added to this is the
element of rank ordering in terms of highest todstwor biggest to smallest. Ordinal level is
a scaling measurement which ranks the percepticemahdividual as regard issues under
study. A good example of ordinal level is the Liketale use in questionnaires. Two types of
Likert scales exist. Theése are the five-point drafour-point scales :

Statement: Research method will not be helpful to me in tharse of furthering my studies.
Response options:

Strongly Agree

Agree

Undecided

Disagree

Strongly Disagree
A casebegpoint Likert scale.

PN wWRO

Statement English is no longer useful to me in course ofstydies.
Response option:

Strongly Agree

Agree

Disagree

Strongly Disagree

A case of 4-point Likert scale.

=N w bk

Ordinal scales cannot be added or subtracted.
Equal — interval or interval Level:

This measurement scale (Equal-interval) also pegsethe features of the earlier discussed
data measuring scales (nominal and ordinal lev&lss in a way has made the interval scale

a higher-order scale which can be utilized in meophisticated measurements. On an

interval scale, the distances are numerically equdlthey also represent equal distances on
the property being measured. Unlike the ordinaleschnterval scales can be added and

subtracted. A good instance of the use of intesgale is the measurement of temperature.

Ratio Level This version of data measurement scale (Ratie)sathe highest level of data
measurement in research. This is so because, itheageatures of nominal, ordinal and
interval scales. Some variables such as weight, apeed, velocity, and many more are sets
of data which no other scale is appropriate extle@tRatio scale. The ratio scale has an
absolute or natural zero (“0”) which has realistigplication. When a measure is zero on a
ratio scale, it indicates that the variable hasenoh the things being measured. All the
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operations in mathematics are only possible ontia sxale because of the absolute zero
(addition, subtraction. multiplication and divisjonRatio scales are better used in the
laboratory. In the case of questionnaires whereetige no absence of opinion, Ratio scale
will be useless.

Self-Assessment Exercise 3
List and explain the various data measurement sgale have studied.
3.4 Management of Data Quality

Thus far we have look at the various scales of orgags data meant for the purposes of a
study. We have identified four measurement levatshsas Nominal, Ordinal, Interval and
Ratio levels. Meanwhile, quality research datadnalysis are necessary- sin- qua- nor for
dependable result. We have earlier on discussedth@apurpose of undertaken a study is to
proffer solution to identified problems in any setgi For this to be possible there is the need
for quality data that are gathered using the regumeasuring scale instruments. Poor quality
data can mislead and could bring about disastroysuts if conclusions are drawn from it
(lhenacho, 2004). Therefore, data quality is imgatrtand should be taken serious when
undertaken a study. When data quality managemaeafsasissed, three major issues come to
mind and these are: measuring instrument, valolitgesign, and reliability of design. For
the purposes of knowledge and understanding, these major terms are discussed below.

Measuring Instrument

Poor data quality is a function of disastrous mssuth some studies. To mitigate this

occurrence of these disastrous outcomes in resesggrithere is the need for management of
data in which measuring instrument is key. Meagumstruments are different and depend
solely on the nature of study and the researclydesiin place. There are different kinds of

research, and each requires a particular measimshgiment. For instance, an experimental
research requires a weighing instrument; a suresgarch will need a questionnaire, while

an observation schedule is needed in observati@ssarch. In carrying out a study, a

suitable and accurate choice of measuring instranmetine of with the research design is

very essential. Data quality is extremely suscéptib failure when an erroneous instrument
is used for data collection. A case in point isveyrresearch where a rating scale is more
suitable than a questionnaire.

Validity

Validity is a very important feature in a measuringtrument. It is the extent to which a test
measures what it is meant to measure. Validity ipessonal judgment that centres on
experience and realistic indicators. In researahdity can be described in two ways namely:
validity of design, and validity of measurements{mment and data).

Validity of Design

A design is said to be valid if it able to prodube right reactions from sample subjects;
otherwise it is a defective design and may not peedhe right outcomes. Asika (1991) tags
it validity of findings. Validity of design consistof two vital issues associated with designs
and that may result to problems; these are interaladity of design and external validity of

design. While the former finds out whether the agsle design actually stimulates the require
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responses for which it was designed, the lattetre(aal validity) is concerned with whether
the sample design is a true representative of thelemarget population and the problems
caused by external factors.

Validity of Measurement

It is the ability of an instrument to measure tldtich is meant to measure. That is, a
research tool accurately measuring what it is thetaio measure. For example, a test in a
study which is done to measure the reading skflistedents in Junior Secondary Schools
instead measures factors affecting reading canecadjudge a valid measurement. For a
measurement to be valid, it must be able to meamtoerately what it is meant to measure.
The validity known are; content validity, constrwetidity, face validity, etc.

Reliability of Design

By definition, reliability is the extent to which st is repeatable and yields consistent
outcomes. It is important to note that, in ordeb&valid, a test must be reliable; however,
reliability does not guarantee validity. Researghite nature sometimes requires that data
need to be collected over and over again for tmpgae of consistent results.

Reliability is understood to be the consistencywleetn independent measurements of the
same phenomenon. Reliability is therefore the stead, constancy and sureness of a
measurement tool. For instance, using multiple-@dhaxam question to assess individual
student’s academic capability would not be congdeax reliable basis for grading students’
academic differences. Instead, many questions dmulasked varying forms which can assist
in getting a dependable assessment. There areas&irats of reliability known in reliability
measurement, these are; split-half reliabilityeadative/parallel form, test-retest reliability,
etc.

4.0 CONCLUSION

So far, we have defined data and had discussemhéfi@ods of gathering data in researches.
You now understand the avenues of sourcing infaondbr any research being undertaken.
Meanwhile, there are two kinds of data (the Prinargl the Secondary data). Any of the two
in use in a particular study will depend on theuraitof the study. Some element of scaling,
and various scaling measurements have been tré&&deeéminded that whatever tool use in a
study, it must be reliable and valid.

5.0 SUMMARY

Having now got our meaning of data and how theybaiag collected, we shall now proceed
on to the next level to discuss data classificasiod all it entails.

6.0 TUTOR-MARKED ASSIGNMENT
1. What are data? Explain the two main data sourcesgwe read about.
2. Data collation is essential in research, list axlagn any five mode of data collation.
3. In quality data management, three main issues ¢ommend. List and explain them.

7.0 REFERENCES/FURTHER READING

58



Adegoke, N. (2012Research Methods in Social Sciencagos:Prime Target Limited.

Adeleke, J.O (2010)The Basics of Research and Evaluation T.Qyba Lagos:Somerest
Ventures.

Ihenacho, E. (2004)Basic Steps for Quality Research Projetiagos: Noble-Alpha
publishers.

Neter, J., Wasserman, W. & Whitmore, G.A (1979)pkgd Statistics, Allyn and Bacon, Inc.
Massachusetts, U.S.A.

Peretomode, V.F., Peretomode, O, & lbeh, A.E (201®jatistical Methods in the

Behavioural Sciences and Education: A Systemaftiprédach, Onosomegbowho
Ogbinaka Publishers. Somolu, Lagos.

59



UNIT 3 OPERATIONALIZATION AND DATA ANALYSIS

CONTENTS
1.0 Introduction
2.0 Objectives
3.0 Main Content
3.1 Operationalization
3.2 Analyzing OpinionData
3.3  Analyzing Facial Data
3.4  Analyzing Data for a cause and effect Relatigns
3.5 Analyzing Data for an association Relationship
4.0 Conclusion
5.0 Summary
6.0  Tutor-Marked Assignment
7.0 References/Further Readings

1.0 INTRODUCTION

Assumptions or hypotheses made for studies aréathtrather they require clarification and

strengthening to be deem fit. This process of dmeralization narrows down attributes so

that therepresentative of the wider group is mdearty defined. Then a definable and

measurable variable, forming part of the researoblpm and hypothesis is selected. Data is
collected based of the defined and well-measureiia for analysis. By this, the process

must have undergone an operationalization period.

2.0 OBJECTIVES
By the end of this unit, you will be able to:
e understand the need for operationalization
o differentiate between opinion and factual data
e understand cause and effect given two or more biasa
e analyse the relationship between variables

3.0 MAIN CONTENT

3.1 Operationalization
Operationalization is a process of defining the hmdblogy which is a step-by-step to be
followed by a researcher to reach conclusion. Aitlér methodology will result in failure of
operationalization and as a result the outcome resaarch is not standardized. This means
that operationalization entails the used of exaeasuring method which allows researchers
to follow the same methodology. Loseke (2017) a=finperationalization as the process of
deciding what particular data will indicate the g@Bce of a particular concept.
The outcome of the process of operationalizatiorefer to asoperational definition. This
outcome can also be called indicators because té#leyvhat in the physical world will
indicate the presence of a concept (Loseke, 28at)ce, operational definitions are used to
bridge the gap between the physical concept andaabgoncept.
There are series of classifications or types ofafmnalization. However, Loseke (2017) has
classified operationalization into the followingék basic types;

I. Operationalization as Criteria for classifying whatpeople say
Data for social science researches often comeswbat people say or what was written. As
instance of this type of operationalization stemnfranswers to questions asked during
interviews or survey. For example:
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The investigation of the relationship between tbacepts of “exposure to teen film” and
“‘gender related believe and attitude” of the meéartwm girls. How do we define and
measure the abstract concept of “exposure to témi?fResearcher often operationalized
this by asking participants to look a list of teenvies and indicate how many of the movies
they had seen, owned (for instance on DVD) anthaorseen for more than once.

il Operationalization as a criterial for classifying what people do
Operationalization can be in form of the criter@ tategorizing behaviours since social
research data can be measured based on what peopler example;

Researchers can operationalize concepts througtrimgntal manipulation of what people
do. In this instance, the question of operatiomdiltn is; how do we hear, having one
member in a social group doubted?

iii. Operationalization as a criterial for classifying he Content of Document of

Other Physical Objects
Researches in social sciences can include confegve@rnment (for example, government
transcript, magazines, etc) and other physicalatfjé-or example:
Research on “Alcoholic references on undergradoatkes’ Facebook Profile” explore the
fairly concrete concept of “references to alcoholthe Facebook pages of male college
students. Personal picture which is one of the measent can be operationalized as;
“picture that clearly contained labelled alcohoVv&eages.

3.2  Analyzing Opinion Data
Opinion data are generated from public opiniongdllipinion data analysis is carried out by
conducting a series of questions and then extrapglgeneralities in ratio or within a given
confidence interval with the aim of reaching cos@m on what is best for the
population.Opinion data is best used for survegassh method. Prior to this contemporary
times, opinion data used for analysis has oftem lge¢ten through telecommunications or in
person-to-person contact. However, with innovatsmsnging up, technological innovations
have also influenced survey methods such as thdabwigy of electronic clipboards and
Internet based polling (Rowley et al. 2006).
A major setback of opinion data analysis is thareéhis a great tendency that analysis done
using opinion data may be erroneous. This is becthesdata for the analysis is gotten from
opinion poll of respondent and opinions is basedespondent perception which may be far
from reality of the factual situation. Thereforenclusion from analysis of opinion data may
be erroneous making it difficult to be used as akmng tool for decision making.
Opinion data can be generated from the followings;
Benchmark Poll: A benchmark poll is the first poll or data takéor (nstance, in a campaign
). In the case of political pursuit, it is done dxef a candidate announces their bid for office.
This make it a short and simple survey of likelyars. A benchmark poll will give a political
candidate for instance, a picture of where theydstavith the electorate before any
campaigning takes place.
Tracking Polls: Tracking poll also refers to as rolling poll arata in which responses that
formed the data are obtained in a number of consecperiods (for example; daily), and
then results are calculated using a moving aveoégjge responses that were gathered over a
fixed number of the most recent periods, for exantpé past five days.
Brushfire polls:Brushfire polls are polls or data taken during theriod between the
benchmark poll and tracking polls. These polls llgdacus on the perceived likely voters
and the length of the survey depends on the nuofeessages being tested.

3.3 Analyzing Factual Data
By definition, facts are irrefutable, as a resaity person involved in factual analysis should
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be able to agree upon them. This is because fagaalare information based on verifiable
facts. An example of analysis of factual data canempirical research (especially with
secondary data).

3.4 Analyzing Data for a cause and effect Relationship
The analysis of data for cause and effect relatipnss rest on the use of independent
variable (cost) to dictate the outcome of the ddpets variable (effect). This is best
measured with the regression analysis.
The regression analysis is a widely used techniguieh is useful for evaluating independent
variable(s). As a result, it is particularly usefioit assess and adjusting, and at the same time
assessing the presence of effect modification. Mgression analysis can be simple or
multiple. It is simple when it involves one depenteariable and one independent variable.
On the other hand, it is a multiple regression wihemvolves one dependent and more than
one independent variables. For the purpose of sityplwe will be looking at a simple
regression analysis.
Simple Regression analysis
When we have a single continuous dependent vari@alese) and a single independent
variable (effect), the analysis is calledsalple linear regression analysis. This analysis
assumes that there is a linear relationship betwlseitwo variables. For instance, where the
guantity demand of a commodity (Y) is a functioe grice of the commodity (X). This is a
simple linear regression equation and it can beesged as:

Y =b, +b,X
WhereY is the predicted or expected value of thecynéc X is the predictor, b0 is the
estimated Y-intercept, and bl is the estimatedesldpe Y-intercept and slope are estimated

from the sample data so as to minimize the sumhefsguared differences between the
observed and the predicted values of the outcamethe estimates minimize:

S(Y - V)
These differences between observed and predictedsvaf the outcome are called residuals.

The estimates of the Y-intercept and slope minintiimsesum of the squared residuals, and are
called the least squares estimates.

Based on the observed data, the best estimaténela relationship will be obtained from an
equation for the line that minimizes the differembetween observed and predicted values of
the outcome. The Y-intercept of this line is théuesof the dependent variable (Y) when the
independent variable (X) is zero. The slope oflithe is the change in the dependent variable
(Y) relative to a one unit change in the independanable (X). The least squares estimates
of the y-intercept and slope are computed as faiow

_ nIXY-YXXY 1 _
L= e andby = 2(BY —bEX)

n
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Where n is the number of periods,
An illustration is shown below.

X Y X2 XY Y?
3 8 9 24 64
6 10 36 60 100
7 15 49 105 225
7 18 49 126 324
9 20 81 180 400
32 71 224 495| 1113

_ (5X495) — (32X71)
L™ (5X224) — 322

. 2475 — 2272
171120 - 1024

. 203
17 96
bl = 2.1
1
b, = z [71 — (2.1X32)]
1
b, = z [71 — 67.2]
. 3.8
07 5
b, = 0.76

The regression equation can be restated by thevlexjaation:

Y=076+21X

The value of the intercept which by =0.76indicates the value of Y when there is no X or
when X is zero. Also, b1=2.1 which is the parametethe independent variable (cause)
showing the effect of the independent variable lendependent variable (effect). The value
of 2.1 shows there is a positive relationship betw¥ and Y. also, a change in X will result
to aproportional change of 2.1 inY.
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3.5 Analyzing Data for an association Relationship
The analysis of data for association relationst@pveen variables is aimed at establishing
the nature and extent of relationship between bkasa The association relationship between
variables can be proportional (positive) or invefisegative). Also, the relationship between
variables can be strong or weak. For a simple #ssmt relationship, the Pearsons Product
Moment Correlation Coefficient is well known forctuestimation.
For the purpose of a wider emphasis, the Corre@lafioefficient will be discussed under
Module 4 (Unit 3).

4.0 CONCLUSION

You have learnt in this unit that operationalizatits a thorough adherence to the
methodology of research and a derail from the bteptep of the methodology will affect the
standard of the outcome of the research. Also, ymst have been able to distinguish
between analyzing opinion and analyzing factuai daowing that opinion data is based on
what the respondent feel which may be right or \grashile factual data is right irrespective
of what anybody feels. The simple linear regressiguation which spells out the cause and
effect relationship between variables and its samgdtimation process was demonstrated.
Finally, the association relationship between \@eis which will be further emphasized
using the correlation coefficient inModule 4 (uBjtwas introduced.

50 SUMMARY

While you have read about operationalization ana daalysis in this chapter, you have to
bear in mind that operationalization is to followrictly the rules and regulations of
methodology. This is expected to guide you in ypetof data (either opinion or factual or
both) you will be analyzing and also the appropriahoice of statistical tools required for
estimation in your research.

6.0 TUTOR-MARKED ASSIGNMENT
1. A derail in methodology will result in failure operationalization and as a result the
outcome of a research is not standardized. Discuss.
2. Differentiate between opinion data and factual data

7.0 REFERENCES/FURTHER READING
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1.0 INTRODUCTION

Statistical can involve a large data, so to brimgdata to easy understanding, the descriptive
statistics is used. A descriptive statistic acaagdb Mann (1995) is a summary statistic that
guantitatively describes or summarizes featurea obllection of information. This means
that each worked out value from a given range td dlaused to describe the basic feature of
the data in study. The important of descriptiveistias is that quantitative descriptions are
presented in a manageable manner. That is fromdheination of data computed, a value
can be yield to depict the entire data. For insgtaacCGPA of 3.5 which is the outcome of
the computation of the data of the results of desttican indicate the overall performance of
such student. Descriptive analysis cuts varioug@spof statistics which some of them will
be looked at in the units of this module.
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2.0 OBJECTIVES

By the end of this unit, you will be able to:
e explain the various types and methods of desceiatistics.
e define measures of central tendency and explainvéineus forms of measures of
central tendency such as mean, median, mode, hadsot
o differentiate between measure of central tendendynaeasure of variability.

3.0 MAIN CONTENT

3.1 Data Distribution

Having gathered a large mass of data through anthe@finstruments discussed in the
preceding unit, there is need to understand hostrtecture the data properly to make some
essential statistical meanings. However, for theéae to make sense, they need to be
distributed and then tabulated. By definition, ddistribution deals with grouping of raw
data gathered which possess noticed characteristic§data distribution) enhances
summarization of data, ease of comparison as weslld&splaying their noticeable
characteristics. Data distribution can be doneimany ways such as; distribution according
to geographical location, distribution according dbronology, distribution according to
quantity and distribution according to quality.

3.1.1 Tabular Presentation of Data

This entails the showing of the categorized data table form. A table is an array of data in
rows and columns. Tabulation allows summarizatibrvalume of data into a form that
brings out a distinct pattern in data as well akingathe data attractive to whosoever is
interested in it. Tabulated data makes comparisoong the classes of data possible, and it
occupies less space when compare to data presentiedcriptive form. Also, conclusions
can easily be drawn from data in a table form andlipation of important figures in this
form is equally advantageous. A good table sho@dnbat and easy to understand. The
followings discussed below are parts of a table.

1. ATitle
A title is usually written at the top of the tableat shows what the table is all about. The title
should be brief, concise and all-inclusive enowgtdscribe the content of the table.

2. The Caption
The caption is the column heading. It is the ugaet of the table which gives the description
of the various columns. This should be stated lear

3. The Stubs

These are the row headings. The extreme left ofable are meant for this. They should also
be clearly done. If they are numerical classes steyuld be properly constructed so that
there is no overlapping of classes. There shouldobgaps between two consecutive classes.

4. Footnote
A footnote is brief explanatory information abohettable which in most instances indicates
the source of the data. It is usually stated abtiteom of the table.

5. Units of Measurement
This should be clearly specified. These are usyd#lged at the top right hand corner of the
table.
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6. The Source
The source of information is usually specified belthe table and may sometimes be the

footnote.

7. The Body
The body is the major part of the table that dispéathe compressed data.

Specimen of Table:
Imports of Salt into Nige in 1976-1979

Year
1976 1997
Commodity Quantity Value’ &N Quantity Values-@\
Caustic Soda 2231225 356307 143216 421666
Caustic Potash 259389 143772 455039 281554
Halogen and Sulphur 440 8240 1120 1061

%ca Nigeria Trade Summary, Federal Office of Statistics
Tab2.1

SELF-ASSESSMENT EXERCISE 1

i.  Define data classification
ii.  Itemize the importance of a tabulated data.
3.1.2 Frequency Distribution

The frequency distribution of a bulk of data is #neangement of data in a tabular form
which shows the data along with the number of tiewsh of the data occurs. The number of
times the data occur is the frequency. In so doangumber of data is made compact and
reduced to a convenient form. Frequency distrilougjves a pictorial nature of the tabulated
data.

For instance, if 10 females bought yams in the etarkthe following way: 2, 3, 1, 2, 4, 3, 2,
3, 2, 1. these data could be arranged to indidagevarious numbers of yams bought per
female. The amount of yams bought by the individealale represents the frequency which
is limited to 1, 2, 3, and 4. However, this infotioa show that out of the 10 females, those
who bought 2 yams each were 4, those who boughtB were 3, those who bought 1ltuber
each were 2, while just 1 person bought 4tubers ififormation can be arranged in a table
form as shown below in Table 2.2. When informat{data) is so arranged in a form so
attractive, they are said to be grouped.

FrequenDistribution Table

Value (X) Frequency (F)
1 1
2 4
3 3
4 1
Total f=10
Tab 2.2.

The organization of data into frequency distribntwhich take the form of a table is called,
“frequency”, or in a graphical form, is known ase€fjluency graphs”. Frequency graphs are
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mostly depicted in the forms of bar graphs, histogg, pie graph, frequency polygons and
line graphs. See detailed discussions on someesétbelow.

)] Frequency Table

The data collected in the in the cause of undentakstudy is known as raw data. Assume a
Tutor records raw scores of 50 undergraduates and&uics continue assessment (C.A) as

follows:

79 55 81 79 85 58 69 32 45 72
41 85 43 60 61 75 85 69 56 49
57 87 89 49 92 45 69 75 73 61
25 56 67 58 84 52 32 57 69 68
65 42 65 15 74 58 36 78 68 58
When these data are organized in ascending or riisgeorder we have an array of data as
follows:
15 25 32 32 36 41 42 43 45 45
49 49 52 55 56 56 57 57 58 58
58 58 60 61 61 65 65 67 68 68
69 69 69 69 72 73 74 75 75 78
79 79 81 84 85 85 85 87 89 92

From these arrays of data, we can have what isreefdo as range. It is the difference
between the highest and lowest numbers in an afrdgta. In this case, the highest number
is 92 and the lowest is 15. Therefore, the rangeghest number — lowest number = 92 — 15
=77.

We can also arrange these data in a tabular fotongroups or classes. Usually we use
between 5 and 20 classes. The scores of the uadeige students are then tabulated using
classes 11-20, 21-30, 31-40, 41-50 etc. Then, wdalkes to group the data into the various
classes to form the table. Tallies are strokes dsedounting and a value of 5 tallies is
denoted by 4 vertical strokes and one diagonakstesHi. This makes counting ease. The
table below is a good example of frequency tabletfi®@ undergraduate students’ marks
obtained in Economics.

Frequency Distribution of Scores of Students in Eamomics for a Class of 50

Classes Tally Frequency
11-20 1 1

21-30 II 2

31-40 111 3

41-50 HHII 7

51-60 HHHH I 11
61-70 HHHH I 11
71-80 HH 111 8

81-90 HH 1T 7
91-100 I 1

Tab 2.3

Characteristics of the Frequency Table

Frequency tables possess certain features whitdrehtiate it from any other form of table,
and provide more information about the data. Clas=val, class limits, class boundaries,
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class size, midpoint, and class frequency are élseclfeatures of a frequency table. All these
we shall discuss shortly.

(a) Class Interval:

We have said that, data which are massive in nargeusually compressed by arranging
them into arbitrarily defined grouping call classerval. A class interval such as 81-90 is the
width of the class, in other words is the differertetween the class limits. The end digits of
the class intervals are known as the class liitish table 2.3 above, the class limits include
11, 21, 31, 41, 51, 61, 71, and so on. Digits enl¢ft side of the class interval are referred to
as the lower class limitslike 11, 21, 31, 41 whhese on the right side are known as the
upper class limitssuch as 20, 30, 40, 50, 60, ara@hs

(b) Class Frequency
It is the number of times an observed number fatts a class interval. It is always written in
the right-hand column of the frequency table.

(c) Class Mark

It is the midpoints of class intervals which is @bed by adding the lower and the upper
class limits of that class, and divide it by 2. $hhbe class mark of the class intervals in Table
2.3 will be 15.5, 25.5, 35.5, 45.5, and so on.

(d) Class Boundaries

Class boundaries in most literatures are refewexstexact limits. Most observations whether
continuous or discrete are most often documentetisasete values. When observations are
documented in discrete form and the variable israicuous one, we simply imply that the
value recorded represents a value falling withirtaze limits. These limits are often taken as
half of unit (1/2) or 0.5 above and below the valeported. For instance, if we document the
value of an observation to be 10litres, we arergpym other words that if a more accurate
measurement was engaged, the result gotten wouldtiaeen the limits 9.5 and 10.5 litres.

With reference to the above table 2.3, the firaisglhas a lower class boundary, or exact
lower limit of 10.5 and an upper class boundargxact upper limit of 20.5. In other words,
if we consider the lower and upper values of 10 20.5; 20.5 and 30.5, and so on the total
volume fill is then 10.5 and 20.5. It therefore me#hat, the class interval of 11-20 contains
all figures greater than or equal to 10.5 andtleas 20.5.

(e) Class Size

This is the difference between the lower class damnand exact upper limit. The class size
or width is the range of values the class intelcat accommodate. Looking at the class
interval of 11-20, the width, size or length of ttlass is 10.5-20.5 = 10. This shows that, the
frequency distribution of the students’ marks ioBemics has class intervals of 10.

The table below shows the frequency distributionihef level assimilation of a given set of
rehabilitated young miscreants showing the claserals, class boundaries, class
frequencies and class marks.
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Class Intervals, class limits, and class marks fdrequency

distribution of Level of assimilation of young miseceants

Class Interval Class Limits Midpoint (X) | Frequency
(@)
230-234 229.5-2345 232.0 1
225-229 2245 —-229.5 227.0 1
220-224 229.5-2245 222.0 3
215-219 2145 -219.5 217.0 6
210-214 209.5 - 214.5 212.0 7
205-209 204.5 - 209.5 207.0 12
200-204 199.5 -204.5 202.0 16
195-199 194.5-199.5 197.0 7
190-194 189.5-194.5 192.0 17
185-189 184.5 -189.5 187.0 5
180-184 179.5-184.5 182.0 15
175-179 1745 -179.5 177.0 6
170-174 169.5-174.5 172.0 3
165-169 164.5 -169.5 167.0 1

Tab2.4

SELF-ASSESSMENT EXERCISE 2

Explain what you understand by frequency distrinuti
Itemize the features of a frequency table.
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3.1.3 Histogram

Histogram is comparable to a simple bar chart exttegt in bar chart, the bars are separated
from one another. Histogram is the most commonliofhe ways of depicting frequency
distribution. It is also a graphical presentatidrstatistical data. It consists of columns, each
having as its base one class interval and as ighthequals to the number of frequency in
that class interval. To construct a histogram, thess boundaries of each class are
represented on the x-axis while the class freqesnaie represented on the y-axis. The bars
that make up the histogram are formed by drawimgargyles whose bases equal the class
interval and the lengths (heights) are determingdth®e equivalent class frequencies.
Consider the data in the following table below:

No. of children 5 2 3 4 6
Families 1 2 3 4 5

[AY

|y

N

o]

2

1

1 2 2 A [~ QR 7
Fig 2.1

3.1.4 Cumulative Frequency

The cumulative form of a frequency distribution ksown as the cumulative frequency
distribution. And cumulative frequency is the swsstee addition of individual frequency as
correspond to the class intervals. When the cumelabtals of successive frequencies of a
distribution are plotted against the correspondifass boundaries we have a cumulative
frequency curve also known as ogive. Cumulativeydescy distribution is essential in
research in that it helps to determine the proportf elements of data set values above or
below certain levels.

It is important to note that a cumulative frequemcyve either rises or remain level, and
cannot drop down towards the x-axis. To construcbgive, you first compute the upper
class boundaries of each class interval on thesg-ard then plot the cumulative frequencies
on the y-axis against the upper class boundaridseahdividual class.
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3.1.5 Frequency Polygon

The frequency polygon is another form of frequemggph often used with continuous
variables. In statistics, the frequency polygomesasionally used. The construction of the
graph involved plotting the class frequencies anytaxis against the midpoint of each class
interval on the x- axis. For instance, the midpahthe 8-10 class intervals is 9 and that of
11-13 is 12, etc. Generally, a dot is placed atdabardinates and the successive points are
then linked together through straight lines as shbelow. Also, the frequency polygon can
be drawn by joining the midpoint of the top of dyae to the other in a Histogram.

40 — 1
3571
3071
251
201
157
10T

Class Mid-Points
Fig 2.2
3.1.6 Diagrammatic Data Presentation

Another and most popular way of depicting clasdifiata is the use of diagrams (graphs and
charts). Diagrams are appealing to the eye antharefore useful in passing significance
messages as contained in the data. Diagrams edslilyr show the trend of a time series,

together with the nature of fluctuations (seasoaatl cyclical). Explained below are
examples of diagrammatic data presentation.

Pictogram

Pictogram is a good instance of representing dataisual form (diagram) which help in

conveying messages. The information presented pictbgram is easily readable and
understandable without any doubt. In pictogram,symbols are generally of equal size, and
are organized to form the shape of a horizontaldiagram. The data in a pictogram are

proportional to the number of diagrams drawn i Mith the scale used. Pictogram is also
called pictograph.
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Population of Nigeria, 1960-2000

Year 1980 1985 1990 1995 2000
Population (in millions) 65 76 87 100 112

Representing the above data in the form of a pratogwe will have:

© o © o © o =)

1980 | ~—=—""—="—="= 65 million Each figure

1%

O

t 2
1985 | (XD 76 million o enS

1990 | (O 87 million

1995 @@@@@ 100 million

2000 STV TRy S 112 million
"=
Tab 2.4

A pictogram is very easy to understand by everybduly it is not an accurate way of
representing data.

Pie Charts

A pie chart is circular in shape. And it consistisaocircle divided by radial lines into
subdivisions such as slices of a cake or pie; whetessitate the name (pie chart), so that the
area of each subdivision is proportionate to the sf the figure represented.

A pie chart is a graph used to indicate the pdrth@®whole frequently refers to as the total.
The pie chart also known as pie graph as mentieaekkr is circular in form contains 360
and the total figures being considered equals theber of degrees that make-up the circle
namely 366

Nigeria’s Visible Exports (Hypothetical)

Finished manufactured goods  150.5

Semi-finished goods 91.5

Minerals, fuels and lubricants| 72.5

Basic materials 8.8

Food etc. 25.4

Unclassified items 11.3
Table 2.5
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O Finished manufactured goos

O Semi-finished goods

O Minerals, fuels and
lubricants

O Basic materials

O Food etc.

O Unclassified items

Fig 2.3

Bar Chart

It is also known as bar graph a very common metiiathta representation. Bar chart is more
generally appropriate than line diagram becauseused to series varying, either over time
or over space. It is somehow similar to histogrameaose it has bars whose heights are
proportional to the frequencies of the classes thardwidths are equal, same as that of the
histogram. The width of the bar as long as it do@esoverlap can take on any convenient
size. However, the bar diagram is different from Histogram in that the bars that constitute
the diagram stand separately from one another.

Bar chart is of different forms. These are: thementhe multiple and the component bar
charts.

Example
Domicile of Students Attending University of Lagos,1972 — 1976 (Hypothetical)

Year Total Students Domicile in Nigeria
West East North
1972 115 81 32 2
1973 135 85 46 4
1974 161 90 62 9
1975 150 77 59 14
1976 215 97 90 28
Table 2.6
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3.2 Measure of Central Tendency

Going by the meaning of the term, they are measinasattempt to pinpoint where all the
bulk of data is placed. It also known as “measwfdscation”, “measures of central values”
or “measurement of position”, largely designatedtiy word “Average” An average is a
value that is representative of a set of data andcated at the central of the said set of data.
Averages that are commonly used in research arétilemetic Means, the Median, the
Mode, etc.

3.2.1 The Arithmetic Mean (Mean)

The arithmetic mean or average of a set of itenisesaddition of all the items divided by the
number of items. Arithmetic mean is the most comiynaised of all the measures of central
tendency. For instance, imagine that a seNafumbers of items are represented by the

symbols X X2 X3 X4 «coveivennnnnn. X\, the average (mean) is then stated in algebram fo
thus:
X = Xi+Xo+XzHXg. .. ... X

The formula of the average as stated above carpieired thus,

= the mean of the value of X (read as “X-bar”)

the sum of the variables (read as sigma) N

X
)
z = shows that the summation exterfidem i = 1 to i = 1, i = N where | is the
i=1
subscript indicating the ith number.

X = a variable or value
N = overall frequency
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Though, in most cases the means is simply written a

_ Xx
X=—
N
In statistics, a bar above a symbol generally §iegithe average. As a resut, means the
mean of a variable Y.

Self-Assessment Exercise 1

e Defined and explain the measures of central tendenc
The Mean from Ungrouped Data
The mean for unorganized data (raw data not arcdhngedetermined using the formula as
given above. Let us consider the scores of sixl®uho sat for entrance examination into
Gracewil private school. The scores recorded arfellasvs: 50, 46, 55, 60, 60, and 35. The
average score of these Pupils will be:

_ X
X=—

N
X - 50+46+55+60+65+35

6
x = =
6

X = 51.8

The Mean from Grouped Data

A grouped data represents the organization of item®&bservations with frequency of
occurrence attached to the values. The mean foowpgd data is determined by multiplying
individual value of the item by the number of fregay of occurrence of that value, adding
together the products and then dividing by the sative number of items.

Let assume that we have X, X3 X4 .. Xy with individual frequencyiffa f3..................
fn. The mean will be:

7 fiXi + 2 Xo + f3X5 e 1 X
N
> fx
X = =1
N
Where N =xf;.

Let look at the scores of ten students of Reselstetinods in an oral test; 10, 10, 11, 15, 15,
17, 18, 20, 20, 20. The item 10 shows 2 times, dcuwed 1 time, 15 occurred 2 times, 17
occurred 1 time, 18 occurred 1time and 20 showsn@8st These items are arranged in a
frequency table as shown below.
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X1 f, %
o 2 20
11 1 11
15 2 30
17 1 17
18 1 18
20 3 60
Total 10 156 ZTX
Applying the formulaX = Zf;,)ﬁ
¥ = 15
10
X =156

In rounding up, to determine the mean for a groudath, the below listed steps are
recommended:
Form a frequency distribution table of the obseorat with x and f representing the
values and frequencies of the observations reséytiThese are organized in thgdnd
2" columns.
Let fx form the & columns which is the product of f and x.
Sum up the products (fx) of for all the observatdmether grouped or ungrouped.
Then, divide the summatidXix by the total number of observations. The regues the
mean of the distribution.

Features of the Arithmetic Mean

The mean is the most common measure of centragierycknown to all.

It is always unique in the sense that a set of mizadedata has only one mean at a time.
It accounts for each individual item or observation

The sum of deviations of all the items or obsensaiin a set from their mean is zero.

It is unwise to use the mean as average if theilalision is an open ended.

It sometimes gives rise to ridiculous figures saslb.7 individuals.

oA wWNE

3.2.2 The Median

This is another measure of central tendency knadtine.simply defined as that value which

lies at the centre of items. The median of sethsieovations is arranged in any form, either
ascending or descending order. It is thd" B@rcentile in a group of items. That is, it
separates the arranged items into two halves, thathalf of the items fall above it and half

below it.

For instance, when the number of arrangement M sdal number, the most centred item is
selected as the median.

X: 5 4 3 6 7 10 13
Rank Order 3 4 5 6 7 10 12
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In the above scenario, the middle item or valug &s it corresponds to the middle rank, with
three items lying above the median and three below the case of n odd numbeite
ascertain the location of the median in a ranketkrit can be done by using the formula

nTch. For example, n odd numbers such as 41, 355atie values of their medians will be
21% 18" and ¥ observations respectively. These are arrivedust th

For n = 41, the median will bguzﬁ =21
For n = 35, the median will béﬁﬁ =18"

For n = 5, the median will béSZ—l) =34

Meanwhile, when the number of an arrangement oémsions is even, to determine the
median, take the average of the two middle numletsus consider the following scenario:

X: 7,9,4,1,5,3,10,8.
Rank Order 1,3,4,5,7,8,9,10.

The median is given a%5;_7) = 6.

The value of 6 can be taken as the median.
Self-Assessment Exercise 2

e Find the mean of 2.3, 5.4, 0, 6.2, 7.9, 8.1, 0,24d
e Determine the median of 6, 4, 1, 9, 8, 3, 7, 1d,%n

The Median from Grouped Data

Finding median from a grouped data mean the saing value of the variable such that one
half below from a set of data arranged in claservatls and frequencies. Listed below are
ways to be followed in computing the median.

e Set the data into intervals
e Determine the frequency for each interval
¢ Then find the cumulative frequency for each intéfi@m the frequency

e Determine the valu{el;]which represents one-half of the number of obsemat
e Site the class interval in which one-h%f]of the observations falls. This is done by

finding which of cumulative frequencies is closeequal to the valu[elzﬂ].
e Interpolate between the exact limits of the intéteafind a value above and below
which [g] falls. This will give the value of the median.
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The above listed steps are summarized in the farimeilow:

. N ¢tm
Median (My) = Ly + [2 ]C
fm
Thus: L = lower class boundary of the median class.
N = is the total frequency.
Cnm = is the cumulative frequency of the class jusbieethe median class.
fm = frequency of the median class.
C = is the class size.

Let us now apply the above stated formula usingpothetical situation. Find the median for
the distribution of students’ scores in ECO 206 tiManatics for Economics2) in year 2,
Economics Department, National Open University @fdia (NOUN).

Computation of media for the distribution of scores
In Eco 206 (Math for Economists 2)

Class Boundary Frequency Cum.

Frequency

0.5-9.5 1 1
9.5-19.5 2 3
19.5-29.5 4 7
29.5-39.5 3 10
39.5-49.5 4 14
49.5-59.5 2 16
59.5-69.5 13 29
69.5-79.5 10 39
79.5-89.5 8 47
89.5-99.5 7 54

Total 54

Tab 2.7

To determine the median, we will apply the formaagiving. Since the number of students
is 54, the median class is where th& B2 score is located. That is, thé"2tore is located in
the 60-69 which is the median class, with 59.5addwer class boundary of 59.5.

Therefore: L =59.5, C =10, & =16, [, =13

N
——Cm
L14'[2 ]C
fm

27-16
13

(Md)

(Md) = 595 +[ ]xlo
= 595 +[§]x5

=  595+85

Md = 68 Ans.
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The median is 68. This is to say that, if the ssavestudents in Eco 206 are arranged in
either ascending or descending order, 68 as a gabhige located in the middle of the array
of marks.

Properties of the Median

e |tis the central item of the numerical data.

e Unlike the mean, the median can be employed toneethe central of a number,
objects, properties, or qualities, which do nonpea quantitative description.

e |t can be estimated from incomplete data.

e The Median is usually subject to greater chancetdlations than the mean. This
explains why the mean is the most reliable in proid of inference such as
estimation and prediction.

e The median of a set of observation always exist.

e |t gives the actual value for a set of discrete aad observations
SELF-ASSESSMENT EXERCISE 3

State the formula of finding the median of a graupkata, and explain every item that is
contained in the formula.

3.2.3 The Mode

It is another familiar measure of central tendemsgd. It is the highest occurring item in a set
of observation. A basic property of the mode is ststability as a measure of relative
standing, which can be used for both quantitatind qualitative data. For instance, the
yearly FIFA footballer of the season, where ong/gias chosen to be the best, shows that
the number of players and coaches who like theeshp$ayer is greater than those who do
not like him or her.

If we consider ten children and the age at whidy tained entrance into any of the Nigerian
higher institutions in 2010, we have the followingnformation: 14, 15, 16,
16,16,16,17,18,13,and 15. Here children of age aegl more admission into higher
institutions in 2010. This is so because 16 occumest frequent in the information given.
As such, 16 is the mode.

In the study of mode, two adjacent item of an olegn could have the same occurrence,
which is possibly higher than any other item in theservation. In this case, the mode is
arrived at by finding the mean of the two most @rexgt items. For example, supposing we
have following information 6,6,9,9,10,10,11,11,21,13,13,13. We can see that 12 and 13
have highest occurrence, and are equal in themabon provided. The mode is therefore,
the average of the two items (12+13)/2 = 12.5. H@ruewhere the two items are non-
adjacent, in that case the value of each may bentak a mode. Thus such a given set of
observations has two modes, which is referred turaedal.

Hypothetically, we can assume the following as ssorecorded for twelve students in
Principle of Economics: 30,30,30,30,40,40,50,5.56®0,60. Here the values of 30 and 60
are considered as modes of the data. This is a gpstahce of a bimodal distributiorNote
that, the discussions thus far are cases of ungobup

Finding the Mode of a Grouped Frequency Distributio
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Like the determination of mean and median for gemligata, the mode for the grouped data
is computed using known statistical formula. Thigs,find the mode of grouped data, a
number of steps have to be followed. iLy is the modal class of a frequency distribution;
and F represents the frequency of this class,fohhdhe class above it ig &nd the frequency
for the class below it is, then the mode the distribution will be ascertaineohg the formula
stated below.

dy
d,+d,

Mode: My = Ly + ¢ yC

Where L; = the lower class boundary of the modal clags; tequency of the modal class -
frequency of next lower class; & frequency of the modal class — frequency of negyer
class. C = class width or size of the modal clatsval.

The information below shows the distribution of @eisded particulate matter in samples of
air taken from 60 large cities. Determine the mode.

Frequency distribution of the Particulate mattenfr60 large cities

Class interval Frequency
10-19 5
20-29 19
30-39 10
40-49 13
50-59 6
60-69 4
70-79 3
Total 60

Tab 2.8
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The modal class is the class with the highest aqu which is 20-29, and the frequency is
19. The lower class boundary is 19.5 extracted fiteermodal class boundary 19.5-29.5. The
class size is 29.5 — 19.5 = 10. Appling the formula

_ dq ]
Mo B L+ [d1+d2 ¢

We shall have the followings:

19_5+L_5
19-5+19-10
= 19.5 +——= x10
14 +9

= 19.5 2 x10
23

= 19.5 + (0.61)10

Mo = 25.6.

3.3  Measures of Dispersion

Apart from measures of location for the summaratof data set as discussed in the
preceding unit, there is another important attgbtitat summarizes data set. This attribute
deals with the spread or variability or dispersafrdata set in a distribution. By definition,
dispersion or variability means the spread of datadistribution.

The mean measures the values of the variable éhdtto cluster around some central value.
It is pertinent to note that the given values wdk be all equal to the mean. They will surely
be different from one another or else, the charagilt be a constant and not a variable.
However, in some cases, they may be located vesedio the mean while in others; they
may be extensively spread around it.

By so doing, the overall nature of the given setvalues may not be ascertained using
measures of central tendency only. There is needketermine the variability of the set of
data, i.e. the extent of which the given data gread about the mean. The followings are
good measures of dispersion, these are: the rémgenean deviation; the quartile deviation,
the variance, the standard deviation; and coeffica variation.

3.3.1 Range

One way of determining the variability of a distilon is to examining the highest and
lowest values in that observation. This is takene cd by the Range, which is simply defined
as the difference between the highest value andothest value. There are two kinds of
range known, these are exclusive and inclusive.l&\the former is difference between the
largest and smallest values, the latter is theedifice between the upper class boundary of
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the class interval that contains the largest valo@ the lowest class boundary of the class
interval that contains smallest value. Thus, Rangitghest value — Lowest value

Consider the table below, and compute the range.

Revenue of a Bottling Company for 15 Weeks

Week Revenues M)
1 40
2 56
3 45
4 60
5 42
6 74
7 52
8 40
9 55

10 52
11 50
12 50
13 40
14 30
15 60

Here, if x denotes revenue in x, then
Xmax= 74  and Mn =30

So that,

Range = %ax- Xmn =74-30

= N44 million.

3.3.2 Mean Deviation

We have seen that range makes use of two extrelmesvéithe highest and lowest values) in
the observation or distribution. However, the mdawiation as a measure of spread depends
on all the values in the distribution. That is, gvéem that makes up the distribution is
involved when determining the spread of variablengisnean deviation. Mean Deviation
(M.D) is simply the arithmetic mean of the absoldeyiation from the mean. The absolute
value of number is the number without regard teeligic signs, and it is indicated by two
vertical bars. Therefore, the absolute deviatiomfthe mean is denoted By —x | .

If b is the mean of the variable x, thentxb is the deviation of the ith given value of arfr

the mean. Certainly, the bigger the deviatipr-%, % — b, % — b, --- % — b in magnitude, the
greater is the variability of x. however, the sim@lrithmetic mean of the deviations cannot
be used as a good means to determine variabiiitge ghe addition of the deviations, and
consequently the mean, may be small even whehealli¢viations are large, the positive and
negative deviations invalidating each other. Asater of fact, the addition will be zero, if b
is the arithmetic mean of x. In order to avoid thige absolute values of the deviations are
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taken; in this case, the magnitude alone and retidns will be taken into account. The
mean deviation of b is thus,

n
1
MDy = Hlel— bl
i=1

Or

/x—X/

MDy =
d n

Where x —is the deviation from the mean, /x/is the absolute deviation from the mean in
which the negative and the positive signs are nosiclered in the computation. As a matter
of fact, the concept of absolute values meansythattake the value as being positive. For
instance/-4/=4,/0/=0,/18 /=18 and / -120 /= 120.

Ungrouped Frequency Distribution:

It is a distribution of data set which is not orgaa in such a way to have class interval, class
size, and others, but has frequency. The formutaigncase will be slightly different the one
above. Thus, the mean deviation for ungrouped &rqu distribution, we have,

MDy = > fIx=%/

> f

Consider the follow distribution and compute theameéeviation: 20, 12, 10, 14 and 24.

Solution:
The mean R) is 20+ 12+ 10+ 14 2¢ - @ - 16
5 5
~ MDy = /20-16 4 /12- 164+ /10 164 /14 16/ /24 1¢

5

- 4+4+ 6+ 2+ 8 :ﬁ - 48
5 5

The mean deviation is only useful in giving soméigations of the extent of the spread in
terms of all the values in a data set.

Grouped Frequency Distribution:

If the distribution is of a grouped frequency, th&e data will be organized in such a way
that, the distribution will have class intervabss$ width, etc.

Compute the mean deviation of the data
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Class 1-5 6 - 10 11 - 15 16 - 20
Class interval Midmark f X X=X | /x=%X/ fix =%/
X)

1-5 3 4 12 -6.7 6.7 26.8

6-10 8 10 80 1.7 1.7 17
11-15 13 6 78 +3.3 3.3 19.8
16 - 20 18 3 54 +8.3 8.3 24.9

23 224 88.5

Frequency 4 10 6 3

Solution:

To solve this problem, it is easier when we sethgpworking in a table as shown below,
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SELF-ASSESSMENT EXERCISE 1

I. Find the mean deviation of the data.

ii. Explain the superiority of Mean Absolute Dewat over Range.

3.3.3 The Variance

Range is not an adequate measure of variabilitguss; it makes use of two extreme values
in the data set. To this end, Mean deviation becamm®re suitable measure overrange. This
is because mean deviation involves all the dataerdistribution in the determination of the
variability in a data set. The issues of absoluddues which form the basis for mean
deviation as a measure of variability are not &lgtafor further statistical analysis.
Consequent upon this, a technique known as variara® developed to overcome this
shortcoming. By definition, variance is the sunsqtiares of deviations about the mean

There are two techniques of calculating the vaeagenerally known in statistics. These are:
i) the variance is ascertained by dividing the safraquares of deviations about the mean by
N, which is the number of cases involved and igddhus:

- I (x-%)?
s B N

i) The variance is defined by dividing the sunsqgtiares of the deviations about the mean by
N-1 rather than N only. This is denoted by

_ o rem?
SZ N-1

Though, both formulae are widely used in statistiowever, it is important to make known

the difference that exists between N and N-1. Tiferdnce between the two is a matter of
sample values and population values. While the éorim about sample estimate, the latter
talks of parameter. The two formulae provide estamaof population variance denoted
by §2. Note that, as the sample size N increases 230 the sample variance approximates
the population variance.

Deviation scores of the type xxtell us about the variation in a set of data. Weuky
discover that the sum of the deviation from the mmsapositive while others are negative,
thus making the summation of deviations equal tdoh& use of absolute deviation eliminates
the issue of sum of the deviations equal to zetos Was found not suitable in statistics
analysis, and permanent means of solving the proklgown in mathematical analysis is to
square up the deviations about the mean, sum Htpsges and use this sum of squares of
define a measure of variation. The outcome is tagssic known as variance.
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Consider the following case:An experiment was edriout, where 6 animals were fed with
special diet for three weeks and the outcomes aw/@ight gained are as follows: 7, 9, 5, 8,
6, and 11. Determine the variance for this sample.

Solution:

¥ (x—%)?
N-1

Variance =

Since it is a sample.

7+9+ 5+ 8+ 6+ 11 :ﬁ
6

Mean (x) = = 7.7=8

 Variance (& = (7-8Y+ (9-8f + (5 8)?6+_i8 8+ 6 8+ (12 8 :% _4g

3.3.4 The Standard Deviation

Recall that the variance was an improvement omtban absolute deviation, in that it (the

variance) corrects the anomaly associated withrtbéan deviation. The result of the variance
is the square of the units of measure of the itedeuinvestigation. This outcome (in square
form) is like blowing a situation out of proportiomo make these measures real and
normalize the result gotten from variance, standndation is employed.

It (standard deviation) is another and a good nreast variability. It is defined as the
positive square root of the variance, and is oftdieled as the root-mean-square deviation
from the mean. The standard deviation is symbdjieatpressed as s or, and is derived by
adding the square of the deviations of the indigldwalues from the mean of the distribution,
and dividing this sum by the number of items in distribution. We then find the square root
of the quotient. Algebraically, this can be writt@s

o = T (x—X)2
\’ n

For a sktlata, and

f (x — X)2
2f

for atdisution with frequency.

The standard deviation could be adjudged the nmysbitant of the measures of variability,
this is as a result of its mathematical propef@specially in sampling theory), rather than its
graphic features (own to its nature of giving vividderstanding of a distribution). Clearly,
the greater the values of individual items diffiemh the mean, the more will be the square of
these differences and therefore the greater theaduhe squares. Evidently, the greater this
sum, therefore, the larger will s be. Therefores treater the variability, the larger the
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standard deviation will be. One must know thahére is no dispersion at all — (i.e. if all the
values are the same) then the standard deviatibbevzero.

Computation of Standard Deviation:

Find the Standard Deviation of the figures: 11,163,22 and 30.

X (x=%) (x=%)°
11 11-18=-7 49
13 13-18=-5 25
16 16—18=-2 4
20 20-18= 2 4
30 30-18=12 144
Zx =90 T (x -X)* = 226

POCR - 20 \352=672
B : 2=6.72.

As in the case of the mean, if the data is in tdienfof a grouped frequency distribution, this
method will not be applicable.

Grouped Frequency Distribution:

Example: Findx ando of the following
Kilometers Frequency
20 — under 24 4
25 — under 29 6
30 — under 34 15
35 — under 39 20
40 — under 44 9
45 — under 49 5
Kilometers Midmark f X (x-%) | (x=X)? f(x — X)?
X)
20 — under 24 22 4 88 -8 64 256
25 — under 29 27 6 162 -3 9 54
30 — under 34 32 15 480 2 4 60
35 — under 39 37 20 740 7 49 980
40 — under 45 42 9 378 12 144 1296
45 — under 49 47 5 235 17 289 1445
>f=59 | Xfx= >f(x — X)? =
1,783 4,091
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z= 2 2 L1783 _ g5 30km

Do f 59

2_ 2 f(x=%)7 _ 4,001

Do f 59

f (Xx—=X)?
o = 2% = 221 - /6934 =8.33Km

Zf 59

3.1.5 Coefficient of Variation

o = 69.34Km

Coefficient of variation is a measure of relativitiyvariability. By relativity of variability, we
mean the comparison of two distributions of vaesabbf two separate kinds (units) with
respect to their variability. Coefficient of vai@n is defined as the ratio of the standard
deviation of the mean expressed as a percent. &thddviation by its nature is a measure of
the absolute variabilityin a set of items. Howewermeasure and compare the spread of the
distribution, relative variability is a more sigigdnt measure. Hence coefficient of variation
is a sure way to do just that

Thecoefficient of variation is mathematically exgsed thus:

Standard deviation x 100 %

Mean 1

If the mean and standard deviation of the scorestwdents in Eco 311 are 85 and 12
respectively, while in Eco 306, the same set odlets’ mean and standard deviation are 65
and 6 respectively. In which course had the stisdeetformed better?

Solution:

The way out of this world problem is to use thefticient of variation which measures and
compares relative variability of distribution.

For Eco 311, the C of V

Exl_‘l)o = 14.12%

85
In the case of Eco 306,

6 100 _ 9230
65 1

The students did better in Eco 306 than Eco 31daux=e the ¢ of v obtained in Eco 306 is
lower which mean a better performance than ther aiverse (Eco 311).

3.4 Inferential Statistics
So far in this unit, emphasis have been placedtatisscal summaries which are derived
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from descriptive statistics. However, many a timesaking conclusions from general
population of a study is difficult because of timability to reach the entire population. In
order to solve this problem, sample is drawn frdm population making it easy for the
statistician or researcher to draw a conclusiory éanclusion drawn on the sample size will
be generalized on the population. This processfesned to as inferential statistics.
Inferential statistics is therefore a branch ofistas that deal with drawing conclusions and
making decision about a given population basedhensample data. While conclusion on
sample data is generalized on the population, aliae@roblem that will first arise is how to
extract the adequate sample size that will giv@@dgepresentation of the population. The
means through which a sample is obtained from allptipn is refers to aBBROBABILITY
Probability is the proportion of an outcome of tbtal possible outcome. For instance, given
an outcome A, the probability of A can be expressed

0 = Oo00000 0o ooooooo o

oo oooogn oo ooboooUt ooooooon

Where P(A) is the probability of outcome A.
The range of the probability is that P(A) is gredten zero but less than or equals to one. It
is expressed below as;

O<(lHh<1
If P(A) = 0, the outcome of A is impossible
If P(A) = 1, the outcome of A is certain.
For probability to be accurate, the outcome mustabelomly selected, thereby, making the
sample a random sample.
A random sample is a sample free of bias. Thatliselections have equal chance of being
selected. Also, a constant probability will existegn more than one selection. This is a case
of sampling with replacement.

40 CONCLUSION

In this unit, you have learned descriptive statsstas the summaries of statistics that
summarizes the key features of information colieci&'e have discussed the components of
descriptive statistics in their grouping which umé, measure of central tendency and
measure of variability. Also, inferential statisticave been emphasized.

5.0 SUMMARY

Before embarking on descriptive statistics estiore] it is necessary to distribute the data
based on frequency distribution, histogram, andgbiart etc. measure of central tendency
include; mean, median, and mode. Measure of véitiabiclude; mean deviation, variance,
and standard deviation. Also, the inferential stas which emphasized the used of sample
data to reach conclusion on the general population.

6.0 TUTOR-MARKED ASSIGNMENT

1. Differentiate the variance form the mean deviation
2. Consider the data set 5, 15, 14, 16, 18, and carthet3
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1.1 INTRODUCTION

In most studies, the process of testing the staypdthesis takes a form that is unique. A
hypothesis testing is a statistical process andequhare that utilizes sample information to
estimate the credibility of the stated hypothesislypothesis test attempts to show the
different between two ideas about the sample dataypothesis testing, what researchers
basically test for is the null hypothesis. It ikelithe control experiment in the Biological
sciences that tells the direction of the experimenthis instance, only the null hypothesis is
directly tested by statistical procedures.

To test for null hypothesis, the researcher emplbgsuse of parametric and non-parametric
test statistics. Parametric test involves particpapulation parameters as well as certain
fundamental axioms about sample estimators or aher@ of the population. While the non-
parametric test statistic is concerned populatiarameters that can’t be assigned numerical
values. In this regard, the common parametricraordparametric test statistics that shall be
used to test our null hypothesis are the studésdti-Analysis of Variance (ANOVA), Chi-
square test, and Binomial Test.

2.0 OBJECTIVES
By the end of this unit, you will be able to:
e establish what hypothesis testing is
e explain the types of parametric and non-parametst
e examine the appropriate test of hypothesis to bd asany situation.

3.0 MAIN CONTENT

3.1 Parametric Test

3.1.1 Thet-Test

The t-test which is also refers to as the Studest & used to compare two means so as to
determine if they are different from each othereTHest also tells if the difference or
equality of the means being compared happened d&ycehor they are significant. Therefore,
a statistical significant of t-test makes it cldaa difference between the means of two group
will unlikely exist due to the fact that the sangp#ee typical.
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The Null Hypothesis (b) follows that there is no significant differencetlween the two
mean while the Alternative HypothesisijHs that there is significant difference betweka t
two means.Going by rule-of-thumb, either of the dtyyesis is accepted comparing the t-test
calculated value and critical or tabulated valuaseld on the level of significance often 5%
and degree of freedom. Also, every t-value hasvalpe to go with it. A p-value is the
probability that the results from your sample dataurred by chance. P-values are from 0%
to 100%. They are usually written as a decimal.&@mple, a p value of 5% is 0.05. Low p-
values are good because they indicate your dataati@ccur by chance. For example, a p-
value of .01 means there is only a 1% probabilitgttthe results from an experiment
happened by chance. In most cases, a p-value 6f(B%) is accepted to mean the data is
valid.
A t-test can be classified into three types whiah a

I. One sample t-test tests the mean of a single grgamst a known mean.

il. Independent Samples t-test compares the meansdagroups.

iii. Paired sample t-test compares means from the saoup @t different

times.

The t-test is given below as;

(ED)/N
t=[507 - (G2

TR-DAD

Where

>D: Sum of the differences (Sum of X-Y from Step 2)
¥D% Sum of the squared differences.

(=D)% Sum of the differences squared.

Calculation of Student t-test
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Example;
Given the below table, calculate the t-value

SIN X Y
1 3 10
2 5 12
3 4 17
4 6 16
5 9 23
6 15 43
7 19 23
8 22 21
9 24 43
10 21 65
11 25 45

Step 1: Taking the Difference of X and Y and addingip the differences.

SIN X Y X-Y

1 3 1C -7
2 5 12 -7
3 4 17 -13
4 6 16 -1C
5 9 23 -14
6 15 43 -28
7 19 23 -4
8 22 21 1
9 24 43 -19
1C 21 65 -44
11 25 45 -2C
Sum -16&

Step 2: Taking the sum of the difference and surgrthiem up

SIN X Y X-Y (X-Y)2
1 3 10 7 49
2 5 12 7 49
3 4 17 13 16¢
4 6 16 -10 10C
5 9 23 14 19¢€
6 15 43 -28 784
7 19 23 4 16
8 22 21 1 1
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9 24 43 -19 361
1C 21 65 -44 193¢
11 25 45 -2C 40C

Sun -16& 4061

Substituting the values into the formula.

(ED)/N
t=[5o7 (G2
RO

—165/11

4061—(%2)

(11-1)(11)

-15

4061-2474
10011

[] =

2]

-15

4061-2474
10011

[] =

2]

-15
V144272

=395
Using the degrees of freedom of n-1 (11-1=10) ddlé¢vel of significance of 5%,
the t-value critical is 2.228.
Comparing the calculated and critical values, thlewated value is greater than the
critical value (3.95>2.228). Therefore, the nulpbthesis is rejected.

3.1.2 Analysis of Variance (ANOVA)

The ANOVA procedure is a parametric test of hypsihevhich compares the common
means of groups. The ANOVA test involve more than groups and as a result, it covers
the sample sizes, sample means and sample stadeledions in each of the comparison
groups.Basically, since there are different groapslved in ANOVA test, an ANOVA test
is used to determine if there is significant testiAteen groups.An ANOVA test can be either

One Way ANOVA or Two Way ANOVA.

One Way ANOVA: This is used to compare two meaonsftwo independent and unrelated
groups with the aid of the F-statistics. Howevikeré is one dependent and one independent
variables. The null hypothesis (HO) in this cadéows that two means are equal. Therefore,
for HO to be rejected, it will be that two means aot equal.

95



Two Way ANOVA: For the Two Way ANOVA, there is al$ao independent variables but
in this case, there is a measurable and a nomaraéble which means that the Two Way
ANOVA is an extension of the One Way ANOVA.

The Procedures for ANOVA
Given a typical case of four independent groupg, B,and 4.

Group! Group: Group: Group¢
Sample Siz [ [ R g
Sample Mea [P 0, Os Oy
Sample Standard Deviati [y P U3 g

The hypotheses of interest in an ANOVA are as Wadlo
e Hopa=p2=ps... =k
e Hi: Means are not all equal.
Where k = the number of independent comparisongg.ou

In this example, the hypotheses are:

e Hopm=po=ps=u

e Hi: The means are not all equal.
The null hypothesis in ANOVA is always that theseno difference in means. The research
or alternative hypothesis is always that the mesasnot all equal and is usually written in
words rather than in mathematical symbols.

Test Statistic for ANOVA

The test statistic for testingoHu = po = ... = pk is:

Sy X 1)

SS(X-X ) 1 (i—k)

and the critical value is found in a table of probty values for the F distribution with
(degrees of freedom) gdf k-1, dp=N-k. The table can be found in "Other Resourcesthe
left side of the pages.
In the test statistic,; & the sample size in th8 group (e.g., j =1, 2, 3, and 4 when there are 4
comparison groups); . is the sample mean in th8 group, and! is the overall mean. k
represents the number of independent groups (:nekample, k=4), and N represents the
total number of observations in the analysis. Nb&¢ N does not refer to a population size,
but instead to the total sample size in the amalydie sum of the sample sizes in the
comparison groups, e.g., Ngm+ng+ny). The test statistic is complicated because it
incorporates all of the sample data. While it i$ easy to see the extension, the F statistic
shown above is a generalization of the test statised for testing the equality of exactly two
means.

The decision rule for the F test in ANOVA is setinpa similar way to decision rules we
established for t tests. The decision rule agajpedds on the level of significance and the
degrees of freedom. The F statistic has two degréé®edom. These are denoted aifid
df,;, and called the numerator and denominator degrieiesedom, respectively. The degrees
of freedom are defined as follows:

df; = k-1 and df=N-k,
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Where k is the number of comparison groups andtNeigotal number of observations in the
analysis. If the null hypothesis is true, thenmn treatment variation (numerator) will not
exceed the residual or error variation (denominaaod the F statistic will small. If the null
hypothesis is false, then the F statistic will fgé.

We will then illustrate the ANOVA procedure usingetfive step approach. Because the
computation of the test statistic is involved, @@mputations are often organized in an
ANOVA table. The ANOVA table breaks down the coments of variation in the data into
variation between treatments and error or resigtaghtion. Statistical computing packages
also produce ANOVA tables as part of their standartput for ANOVA, and the ANOVA
table is set up as follows:

Source of Variation Sums of Squares (SS) E;%rggﬁ] (df) 0 x;lag)n Squares F
o e 2 __&SE _ MIEB

Between Treatments |§SB = EF’I;; (Xj. — X) k-1 MSB = =y F= MSE

. - .2 _ MEE
Error (or Residual) SOF = EE(X — X;‘) N-k MSE = Nk

—. 2
Total SST:EE(X_X) N-1
Where

= individual observation,

e X
. iz sample mean of thé freatment (or group),

« X =overall sample mean,

e k =the number of treatments or independent cormpargroups, and

e N =total number of observations or total sampte si

The ANOVA table above is organized as follows.

e The first column is entitletSource of Variation" and delineates the between
treatment and error or residual variation. Theltedaiation is the sum of the between
treatment and error variation.

e The second column is entitlE8ums of Squares (SS)!" The between treatment sums
of squares is

= =, 2
SSB:EH;(X;—X)
and is computed by summing the squared differehedween each treatment (or group)

mean and the overall mean. The squared differeacesveighted by the sample sizes per
group (). The error sum of squares is:

- .2
SSE:EE(X —X j-)
and is computed by summing the squared differebetseen each observation and its group
mean (i.e., the squared differences between easérndiion in group 1 and the group 1
mean, the squared differences between each obsermatgroup 2 and the group 2 mean,
and so on). The double summation (SS) indicatesngtion of the squared differences

within each treatment and then summation of thesalst across treatments to produce a
single value. (This will be illustrated in the fmiing examples).
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The total sums of squares is:
—. 2
SS5T =X (X — X)

and is computed by summing the squared differemetween each observation and the
overall sample mean. In an ANOVA, data are orgahlzg comparison or treatment groups.
If all of the data were pooled into a single sam@8T would reflect the numerator of the
sample variance computed on the pooled or totabEan$ST does not figure into the F
statistic directly. However, SST = SSB + SSE, tliusvo sums of squares are known, the
third can be computed from the other two.

e The third column containdegrees of freedom The between treatment degrees of
freedom is df = k-1. The error degree of freedom ig dfN - k. The total degree of
freedom is N-1 (and it is also true that (k-1) +KN= N-1).

e The fourth column contairf®lean Squares (MS)" which are computed by dividing
sums of squares (SS) by degrees of freedom (DRy, g row. Specifically,
MSB=SSB/(k-1) and MSE=SSE/(N-k). Dividing SST/(N{ifoduces the variance of
the total sample. The F statistic is in the righétraplumn of the ANOVA table and is
computed by taking the ratio of MSB/MSE.

Example:

A clinical trial is run to compare weight loss prags and participants are randomly
assigned to one of the comparison programs andoameselled on the details of the assigned
program. Participants follow the assigned program8f weeks. The outcome of interest is
weight loss, defined as the difference in weightisuged at the start of the study (baseline)
and weight measured at the end of the study (8 syeakd measured in pounds.

Three popular weight loss programs are considdreel first is a low calorie diet. The second
is a low fat diet and the third is a low carbohydrdiet. For comparison purposes, a fourth
group is considered as a control group. Particgpanthe fourth group are told that they are
participating in a study of healthy behaviours witleight loss only one component of
interest. The control group is included here tessshe placebo effect (i.e., weight loss due
to simply participating in the study). A total okeénty patients agree to participate in the
study and are randomly assigned to one of the dmtr groups. Weights are measured at
baseline and patients are counselled on the pioggementation of the assigned diet (with
the exception of the control group). After 8 weebach patient's weight is again measured
and the difference in weights is computed by suhitrg the 8th week weight from the
baseline weight. Positive differences indicate Wweigsses and negative differences indicate
weight gains. For interpretation purposes, we ré&dethe differences in weights as weight
losses and the observed weight losses are shoaw.bel

Low Calorie |Low Fat |Low Carbohydrate |Control

8 2 3 2
9 4 5 2
6 3 4 -1
7 5 2 0
3 1 3 3

Is there a statistically significant differencetire mean weight loss among the four diets?
We will run the ANOVA using the five-step approach.

o Step 1.Set up hypotheses and determine level of sigmifiea
Ho: w1 = 12 = us = e Hi: Means are not all equal a=0.05
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o Step 2.Select the appropriate test statistic.
The test statistic is the F statistic for ANOVA,MMSB/MSE.

e Step 3.Set up decision rule.
The appropriate critical value can be found intdetaf probabilities for the F-distribution. In
order to determine the critical value of F we ndedrees of freedom, g&k-1 and df=N-k.
In this example, dfk-1=4-1=3 and dEN-k=20-4=16. The critical value is 3.24 and the
decision rule is as follows: Reject H F > 3.24.

o Step 4.Compute the test statistic.
To organize our computations, we complete the ANQ¥MBle. In order to compute the sums
of squares we must first compute the sample meamsdch group and the overall mean
based on the total sample.

Low Calorie |Low Fat |Low Carbohydrate |Control
n 5 5 5 5
Group mear (6.€ 3.C 3.4 1.2
If we pool all N=20 observations, the overall mé&an = 3.6.
We can now compute
SSBZEaj{)?j—)?jz
So, in this case:
SSB =75 (6.6 —3.61% + 5(3.0 -3.6)7 +5(2.4 -3.6)7 +5(1.2 3.6}
SSB=45.04+024+288+1.8=758
Next we compute,
SSE:EE(X—)?jf
SSE requires computing the squared differences datweach observation and its group
mean. We will compute SSE in parts. For the pgicis in the low calorie diet:

Low Calorie (X - 6.6) (X - 6.6Y
8 1.4 2.0

9 2.4 5.8

6 -0.6 0.4

7 0.4 0.2

3 -3.6 13.0
Totals 0 21.4

= 2
Thus Z(X — 1) =214

For the participants in the low fat diet:

Low Fat (X - 3.0) (X - 3.0¥
2 -1.0 1.0

4 1.0 1.0

3 0.0 0.0

5 2.0 4.0

1 -2.0 4.0
Totals 0 10.0
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= .2
Thus Z(X —42) =100

For the participants in the low carbohydrate diet:

Low Carbohydrate (X-3.4)
-0.4

1.6

0.6

-1.4
-0.4
Totals 0

WN O W

— 2
Thus,E(X —X3) =54

For the participants in the control group:

Control X-1.2)
2 0.8

2 0.8

-1 -2.2

0 -1.2

3 1.8
Totals 0

Thus=(X — %4)" = 10.6

Therefore,

We can now construct teNOVA table.

SSE:EE(X—X;)E =21.4+10.

(X - 3.47
0.2
2.6
0.4
2.0
0.2
5.4

(X - 1.2

0.6

0.6

4.8

1.4

3.2

10.6

0+354+106=474

Sums o' |Degrees o Means
Source of Variation |Squares Freedom Squares
(SS) (df) (MS)
Between 75.8 4-1=3 75.8/3=25.3
Treatmenst
Error (or Residual) 47.4 20-4=16 47.4/16=3.0
Total 123.2 20-1=19

e Step 5.Conclusion.

25.3/3.0=8.43

We reject H because 8.43 3.24. We have statistically significant evidendeoa0.05 to
show that there is a difference in mean weight &esng the four diets.

3.2 Non-Parametric Test
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3.2.1 The Chi-square

The Chi-square test is a statistical tool usedeternine if there is a significant relationship
between two nominal or categorical variables. Cjiase is statistical instrument utilized to
establish any possible link between categoricakbas. For example, if a researcher wants
to examine the relationship between gender (maldevsale) and empathy (high vs. low).
Given this situation, the null hypothesisofhvill be; there is no relationship between gender
and empathy. On the other hand, the alternativetingsis (H) is that; there is a relationship
between gender and empathy.

See a hypothetical example of how Chi-square idiegppo establish links between two
categorical variables. A group of students weresifeed in terms of personality (introvert or
extrovert) and in terms of colour preference (segllow, green or blue) with the purpose of
ascertaining if there any nexus (relationship) leemvpersonality and colour preference. Data
was collected from 400 students and presenteder2tirows) x 4 (columns) contingency
table below:

(Observed counts) Colours

Red Yellow Green Blue Totals
Introvert personality20 6 30 44 100
Extrovert personalit 180 34 50 36 300
Totals 20040 80 80 400

Suitable null and alternative hypotheses might be:
e Ho: Colour preference is not associated with persiynal
e Hi: Colour preference is associated with personality
To perform a chi-squared test, the number of stisdexpected in each cell of the table if the
null hypothesis is true, is calculated.
Calculated

The expected numbers (under the null hypothesisaah cell are equal to
row tatal x column total
grand total

Thus for the introvert/red cell the expected number
100%200 _ o

400
To calculate the chi-squared (c2) statistic theieaf

z
(observed frequency — expected frequency)
expected frequency
needs to be known for each cell in the table. Rstance, the introvert/red cell is

(20 - 50)°

= 18.00
The chi-square statistic is calculated to be totéhese values
(Expected count: Colours

Red Yellow Green Blue Totals

Introvert 50 10 20 20 100
Extrovert 150 30 60 60 300
Totals 200 40 80 80 400

From these expected and the observed values, Hsgwared test-statistic is calculated, and
the resulting p-value (probability value) is exaedn
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Chi-Sogquare Tests

Acymip. Sig.

ol e [=hi f-Sidded)
Fearsan CThi-Sgquare 24 2353 L aooano
Likelihood Ratia 2173 L aooano
Linear-by-Linear 1 =70 1 4T

Acsociatiaon
N ofwvwalid CTases 440

a. 0 cells 0%y hawe expected count less than S, The
minirmurm expected countis 1518,

Note: The p-value IS printed as .000.
The general rule (rule of thumb) when using proligbralue is, if p-value > 0.001, H{null
hypothesis)is not rejected. That is, you acceptedt, and if otherwise, you rejected,Hnd
accept the H(i.e. alternative hypothesis).

Results

The chi-squared test statistic is 71.20 with am@ased p < 0.001.

The null hypothesis is rejected, since p-value GO0, and a conclusion is made that colour
preference is associated with personality. Thidine with the hypotheses stated earlier.
Looking at the data, is noted that more introverefer blue colours than expected and less
preferred red. The extroverts tend to favour redentban blue.

Given an instance where the two categorical vagmlgroxy by'Y’ and‘Z’ are mutually
exclusive. That is, they have nothing in common:. &mample, a researcher may decide to
investigate into ‘colour’ and ‘human personalityhese are two categorical phenomena from
simple understanding do not have any thing in comn@ther inferences that can be drawn
from the table are:
(1) Both the numbers of rows and columns that makehapgdble can be ascertained
(t atable  where items or figures are arrangetbws and in columns). Even,
the sample size can equally be known. This is advaanoted by the grand total.
(i) The figures or values of the observed frequencass loe determined via the
intersection of the individual rows and columns.
(i) The totals of each row and column, is the summatib the frequencies that
make-up the rows and columns.
(iv) The expected frequency, which in this case isesgmted byg; is the observed
frequency in row i and column j in various celltbé table estimated thus:

Row;x Column
E = Sample

This formula will be used to estimate the expedteduency in the various cells. These cells

are likened t&%, E2 EZandE?22 as calculated below.

Let consider an imaginary instance using contingeable. Supposing 400 students, 260
boys and 140 girls were interviewed about theie@fbn for two major vehicles Brands in
Nigeria: Toyota and Honda. The results reveal thdije 160 preferred Toyota, 100 liked
Honda in the boys’ group. In girls’ category, whilé liked Toyota, Honda was the choice of
50. The question now is, do these classes of p€bples and girls) vary in their affection for
the brands of vehicles?

Solution:

There is the need to design the “observation taoleshow both the rows ‘r’ and columns ‘c’,
and then proceed to state the two hypothesesgheenull and the alternative). Thereafter, we

shall determine the “contingency table” using thlxpezted frequency formqu"'). From
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2
there, we compute the chi-squil’g )test statistic; compare the outcome with the aiitaf

the table value, and decision can be inferred fitwath
Observation table

Vehicles Brand
Sex Toyota| Honda Total
Boys 160 100 260
Girls 90 50 140
Total | 250 150 400

Ho: Sex and vehicles are independent

H1: Sex and vehicles brand are dependent of one @noth

The estimated expected frequencies usindethormula are as state below:

El=162.5
EZ=87.5

ELX=97.5

E22=525
Having estimated the expected frequencies fromaibeerved frequency table, we shall

therefore design an expected contingency tableubkm figures.
Contingency table

Toyota | Honda | Total
Boys | 162.5 97.5 260
Girls 87.5 52.5 140
Total | 250 150 400

Therefore, the computed chi-square test statistipl@ying the tables, the observed and the
contingency tables, we shall have the figure bedswhe chi-square calculated:

25 (0-E) _

=Y =
E 0.43.
The degree of freedom (df) for the contingencyédabl given thus: (number of rows — 1)
2

(number of columns — 1) is equal to (2-1) (2-1kaual to 1. Atzo-"f’rl: 3.84. Therefore,
since the calculated value (0.43) is less thanahke or critical value (3.84), we do not reject
the null hypothesis. Hence, we conclude that sexvahicle brand is independent.

Self-Assessment Exercise
1 Briefly explain the importance of Chi-Square in lgmang categorical data.
2 Frequency table comes handy as a good statistohMthen analyzing categorical
data in social science research, discuss.

3.2.2 Binomial Test
A Binomial test is a test for significance usedtést for the difference between a given
proportion and a sample proportion. The Binomiat te regarded as the simplest and easest

to understand statistical test because it testoidy one parameter and it has an easy to
understand distribution. Although it follows sthycthe rules of probabilities.
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Assumption of Binomial Test
The assumption of binomial test follows that theveer given by any respondent must be
independent of the answer given by any other redgan

The formula of the Binomial test is given as:

N -
(0 =10) = (D) 09(1 — 0)o-0
Where
n is the number of trials (sample size);
k is the number of successes;
p is the probability of success for a single toathe (hypothesized) population proportion.

()= ,l(fi,)'Where ! is factorial.

Example: A Ludo player prefers to play his own #igieving it is not biased while the
opponent player wants to test for the biasness@fdie. The die is to be tossed a hundred
time to confirm the un-biasness.

Solution
It should be noted that a die has six (6) facesréfore the probability of getting any of the 6

faces i% = 0.17.

When the player tossed the die 100 times, it wagmied that 6 appeared 20 times. That is,
20% or 0.2.
Number of time tossed (n) = 100

Total Number of success (k) = 20

So,
_ _ 109) 20 80
(0 =20 = (20 0.2°7(0.8

(0 = 20) = 0.0997

The binomial test indicates that the probabilitygetting 6 on a die 20 times is found to be
0.0997 which differs than ideal value 0.17. Thirg épponent player concluded that the die
was biased.

4.0 CONCLUSION

In this unit, you have learnt about statisticat sesd the need for it. The two major categories
of statistical test and their various types havenbemphasized. Also, you have learnt the
conditions that necessitates the use of the vatipes of the statistical test. As a result, the
need for statistical test in a research cannotviee emphasized due to the need to test for a
theory or confirmed the assumptions that surrothesesearch.

50 SUMMARY

In this unit, we discussed test in statistics arffé@ntiated between the two categories of
statistical test which are parametric and non-patamtest. The parametric test include tests
like Student t-test, Analysis of Variance (ANOVAEeon the other hand, the non-parametric
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test include Chi-Square, Binomial test etc.

6.0 TUTOR-MARKED ASSIGNMENT
1. Differentiate between the two categories of stiaistests.
2. When is the t-test most suitable?
3. Why the binomial test is regarded as simplest asikest?
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UNIT 2 CENTRAL OF TENDENCY AND OTHER HIGHER TEST IN
STATISTICS

CONTENTS
1.0 Introduction
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3.1.1 Geometric Mean
3.1.2 Harmonic Mean
3.2 The Median Test
3.3 The Mann-WhitneyTest
3.4  Correlation
4.0 Conclusion
5.0 Summary
6.0 Tutor-Marked Assignment
7.0 References/Further Reading

1.0 INTRODUCTION

Some other measures of central tendency exist Hsdenes already discussed and also other
test in statistics. This shall be looked at in tidt.

2.0 OBJECTIVES

By the end of this unit, you will be able to:
e discuss other higher measure of central tendency
e state other higher test in statistics.

3.0 MAIN CONTENT

3.1  Other Measures of Central Tendency
Outside mean, median and mode already discussetkasures of central tendency, other
measures of central tendency are geometric meahantbnic mean discussed below.

3.1.1 Geometric Mean

It is the nth root of the product of n numbers.XH, Xz, Xs...Xn are observations then
geometric mean, G is given by

G= \XX%.X (a)

Suppose X Xz, X3, X4...XN IS a set of item, its geometric mean, as mentidefdre can be
computed by taking the"N\root of the product. Thus,

G =N X X Xe oo X (b)
Now,
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G' = X1 X2 X3 Xa.....Xn
We now take the log of both sides to obtain

log G' = log (X2 X2 X3 Xa.....XN)
Appling the laws of logarithm, we have

N log G = logX + logX; + logx + logXs +...logXy

Log G logx +logx +logx+..logx,

N

> logx
LogG =——
og N

So
logx
G :Antilog(Zng

Consider the following: compute the geometric mef8, 8, 5, and 9.

We can solve this by using any of the two form{ksand (b).

Method a:

G =¢/6x8x5x 9
={/2,160
=6.817.

Method b:

logx
=Antilo Z—
e

No Log

6 0.77815125

8 | 0.90389987
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5 0.698970004

9 0.954242509

3.335263883

G Antilog

3.33526388
(—j = Antilog (0.83381597) = 6.821.

In the case of distributions with correspondinggfrencies, the geometric mean will be
determined thus,

_ fl|09X1+ f 109 X, + oot f logx,

Log G
g N

Log G _> flogx

> f

In summary, geometric mean is very useful in deteerthe rate of increase and decrease in a
set of item. It is used mainly in the constructafindex numbers and averaging of ratios.

3.1.2 Harmonic Mean

Harmonic mean as a measure of location is usef@wd data set comprises values which
signify rates of change. Harmonic meanof a seterhs is the reciprocal of the arithmetic
mean of the reciprocals of the specific data. Feeteof item X, X5, Xz, ... Xy, its harmonic
mean will be:

A= 111: N1
NZx Xy

Determine the harmonic mean of 5, 7, 8, and 9.

H= 4

1 1
e e
7 9

gl

1
8

H = 4
0.2+ 0.143+ 0.125 0.111

4
0.5791

H= 6.907.
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3.2 The Median Test

The median test is used to test if there is diffeeein the median of two groups. That is the
median test will help tell if the two groups eman&tbm the population of the same median.
The null hypothesis in this case is that the twpysation have the same median.

The formula is given below as:

]
n(|ad—b|:|— %J
xz

T latbic+dia b +d

Where a, b, ¢, and d are obtained from contingealoke which will be illustrated later and n

is the total sample size.

The chi-square statistic shown on the left sid¢heftable is synonymous to the one which
would have been obtained in a contingency tabla witminal data except for the factor (n/
2) used in the numerator as a correction for caityin This is because a continuous
distribution is used to approximate a discreteritistion.

Example

A secondary school principal is trying to find alithe satisfactory levels of students from
different class of Art and Commercial departmerdwdta new English teacher are the same.
A random sample of 20 students from each of thesela were questioned concerning the
teachings of the teacher and their perceptions wkreed on an ordinal scale statement. A
sake of 1 stands for very dissatisfying and a so&le stands for very satisfying. The table
below shows the compiled responses from each gobthe students.

Art Dept | Commercial Dept

79 85
86 80
40 50
50 55
75 65
38 50
70 63
73 75
50 55
40 45
20 30
80 85
55 65
61 80
50 55
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80 75

60 65
30 50
70 75
50 62

The following steps are taking in Median test.

Step 1Arrange the combined data of both the groups indéscending orderthereby ranking
them from the highest to the lowest.

Descending |Rank Descending Order Rank

Order

86 1 61 21
85 25 60 22
85 25 |55 24.5
80 55 |55 24.5
80 55 |55 24.5
80 55 |55 24.5
80 55 |50 30
79 8 50 30
75 10.5 50 30
75 10.5 |50 30
75 10.5 |50 30
75 10.5 |50 30
73 13 |50 30
70 14.5 |45 34
70 14.5 |40 35.5
65 17 |40 35.5
65 17 |38 37
65 17 |30 38.5
63 19 (30 38.5
62 20 |20 40

Step 2: Select the middle most observed and dénevgrand median.

In this case, the median is the average of 20th2dstl observation in the array that has been
arranged in the descending order. Therefore, tren@&Median is observation (62+61)/2
=61.5.

It should be noted that whenever scores are tiedaverage rank is taken.

Step 3: Construct a Contingent table of rows aridnan.

Contingent Table

Art Science Marginal
Dept |Dept Total

Above

Grand 8@ 12(b) | 20(a+b)
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Median

Below
Grand 12(c) |8(d) 20(c+d)
Median

40(a+b+c+
Marginal | d)
Total 20(a+c)20(b+d)

=n

The cells represent the number of observationsatetbove and below the grand median in
each department. Also, whenever some observatioaadh group coincide with the median
value, the accepted practice is to first count abservations that are strictly above grand
median and the rest are put under below grand media

HO: There is no difference between the Art Depaninad Commercial Department in the
perceived satisfaction level.

H1: There is difference between the Art Departmami Commercial Department in the
perceived satisfaction level.

Substituting the values into the formula;

2
40(30-20
E. (80-20) =090

X0 K20 K20

The critical chi-square for 1 degree of freedond%t level of significance is 3.84. Since the
calculated chi-square(0.90) is less than critidalsguare(0.90<3.84), we accept the null
hypothesis (H1). Thus the data are consistent with null hypothesis that there is no
difference between the Art Department and CommekrDiepartment in the perceived
satisfaction level.

3.3  The Mann-Whitney test
The Mann-Whitney test also refers to as the U-igstonparametric test used to test the
equality of the mean in two independent samples. UHest can compare two sample means
emerging from the same population by testing feirtequality. The assumption of the U-test
is based on the ordinal approach which is a stnatihen the criterial or conditions for t-test
are not met.
The Mann-Whitney test is based on the below assiomgt

I. The ordinal conditions or measurements is assumed.

il. The sample is randomly drawn from population.

ii. Mutual independency is assumed within the samplBEsat is, an

observation in one group cannot be in the other.

The Mann-Whitney is most used in the field of psylogy because it is best at comparing
attitude or behavior of individuals. It can also bsed for businesses to determine the
preferences of various people and to ascertainahges of preferences depends on location.
The Mann-Whitney test is given by the formulas;
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mim+l) &

U=nn + — 5 — ZR
i=my+l

Where;
U=Mann-Whitney U test
n; = sample size one
n,= Sample size two
Ri = Rank of the sample size.

The formula can be further split into;

Aifm+1)

UIIP‘IIP’IE—'— n Rl
aglrg+1)
UEIF’IIHE-'- T—Rg

The U-test is performed on a two-side test and @esalt the research hypothesis shows that
the populations are not equal as opposed to spegitiirectionality. The null hypothesis and
alternative are given below as;

Ho: The two populations are equal and
Hi: The two populations are not equal

A way to using the U-test is by;
I. pooling the observations from the two samples arte combined sample,
il. keeping track of which sample each observation cofmeen, and
iii. then ranking lowest to highest from 1 to n1+n2pessively.

Example

Investigate the effectiveness of a new drug to cedsymptoms of asthma. A total of 10
participants are randomly selected to receive eitine new drug or a placebo with
participants are asked to record the number ofoepis of shortness of breath over a week
period following receipt of the assigned treatmdihte data are shown below.

New Drug 3 6 4 2 1
Placebo 7 5 6 4 12

Non-parametric is appropriate since the samplenasll{m=n,=5). So the question is; is there
a difference in the number of episodes of shortr@sdreath over a week period in
participants receiving the new drug as compardtidee receiving the placebo?

Hypothesis

Ho: The two populations are equal.

Hi: The two populations are not equal.

If the Hy is true, it will be expected that similar numbefepisodes of shortness of breath in
each of the two treatment groups, and we would &xXgesee some participants reporting few
episodes and some reporting more episodes in eacp.g
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Total Sample Ranks
(Ordered Smallest to Largest)

Placebo New Drug Placebo New Drug Placebo New Drug
7 3 1 1
5 6 2 2
6 4 3 3
4 2 4 4 4.5 4.5
12 1 5 6

6 6 7.5 7.5
7 9
12 10

The lower ranks (1, 2 and 3) are assigned to resgsoim the new drug group while the higher
ranks (9, 10) are assigned to responses in thelpagroup.

First, we sum the ranks in each group. In the faggoup, the sum of the ranks is 37; in the
new drug group, the sum of the ranks is 18. Rebatlthe sum of the ranks will always equal
n(n+1)/2. As a check on our assignment of rankshase n(n+1)/2 = 10(11)/2=55 which is
equal to 37+18 = 55.

For the test, we call the new drug group 1 andpleeebo group 2 (assignment of groups 1
and 2 is arbitrary). We let R1 denote the sum efrdmks in group 1 (i.e., R1=18), and R2
denote the sum of the ranks in group 2 (i.e., R2=37

Therefore,
5(6
", = 5(5) +%— 18 = 22
5(6
1, = 5(5) +%—37=3

First Situation

Assume a complete separation of groups based omeearch hypothesis that the two
population are not equal. If all of the lower numsbef episodes (and ranks) are in the new
drug group and that there are no ties, and alhefhigher numbers of episodes of shortness
of breath (and thus all of the higher ranks) arthenplacebo group, then

14 =1424+3+4+5=15andll; =6+7+8+9+10=40

5(6)
2

5(6)

1, =5(5) + —15=25andD2=5(5)+7—40=0

Note: when there is clearly a difference in theydapons, U=0.
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Second Situation

Assume where low and high scores are approxima&ednly distributed in the two groups,
following the null hypothesis that the groups arpia. If ranks of 1, 3, 5, 7 and 9 are
assigned to the numbers of episodes of shortnebseath reported in the new drug group,
and ranks of 2, 4, 6, 8 and 10 are assigned touh#ers of episodes of shortness of breath
reported in the placebo group. Then,

Ny =1434+5+7+9=25andl]; =2+44+6+8+10= 30

1, =5+ 225 =I5and, = 5(5) + 22— 20 = 10
Note: if there is clearly no difference between yplapons, then U=10.

Where the smaller values of U support the reseéngiothesis, and larger values of U
support the null hypothesis.

The critical value of U can be found in the tabédolv. To determine the appropriate critical
value, we need sample sizes (for Example: n1=n2n#)our two-sided level of significance
(«=0.05). For instance, the critical value is 2, &nel decision rule is to reject HO if U < 2.
We do not reject HO because 3 > 2. We do not h#afestically significant evidence at
=0.05, to show that the two populations of numlzérspisodes of shortness of breath are not
equal. However, in this example, the failure tocteatatistical significance may be due to
low power. The sample data suggest a difference,thmi sample sizes are too small to
conclude that there is a statistically significdifterence.

3.5 Correlation

Correlation analysis s used to show the relatignfl@tween variables. The parameter of a
correlation analysis refers to asrrelation coefficient (r) is used to depict the nature and
extent of relationship between variables. TRearson Product Moment correlation
coefficient is generally known for this purposehaligh there exist some other coefficient
determination tools.

The range of a correlation coefficient is -1 to ¥he negative or minus sign says there is a
negative or inverse relationship between the végbrhat is given variables X and Y, the
higher variable X, the lower will be variable Y awnide versa. On the other hand, the positive
or plus sign says there is a positive or propodioglationship between the variables. That is
also given variables X and Y, the higher variableh¢ higher variable Y and vice versa.
Also, correlation coefficient ranging from -0.142.4 depicts negative and string relationship
and 0.1 to 0.4 depicts positive strong relations@iprrelation coefficient of -0.5 to -1 means
negative and strong relationship and similarly, @b 1 means positive and strong
relationship. Also, a correlation coefficient ofa€0) means there is no relationship between
the variables. Although there may be a non-linessoaiation between two continuous
variables, but computation of a correlation coedfit does not detect this. Therefore, it is
always important to evaluate the data carefullpbetomputing a correlation coefficient.

The formula for the correlation coefficient is givbelow as;

= Cov(X.y)

2 -

H
S

A

1

Where
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Cov(x,y) =

n-1
Si and 52
o _ZX D and
- n-—1
Example

Calculate the correlation coefficient and interghet answer of the scores in the table below.

S(X-X)(Y-Y)

A" are sample variance of X and Y defined as;

2
S:l.

=Y

Y)*

n-—1

Subject Scorel| Score?2

1 3 20

2 3 13

3 3 13

4 12 20

5 15 29

6 16 32

7 17 23

8 19 20

9 23 25

10 24 15

11 32 30

Solution

Score 1/ Score 2/ (X-0) | (Y-0) |(X-DO)Y-O) |(X-0)? (Y-0)?

(X) (Y)

3 20 - - 22.14876 148.3967 3.305785
12.1818] 1.81818

3 13 - - 107.4215 148.3967 77.76033
12.1818| 8.81818

3 13 - - 107.4215 148.3967 77.76033
12.1818| 8.81818

12 20 - - 5.785124 10.12397 3.305785
3.18182| 1.81818

15 29 -| 7.18181 -1.30579 0.033058 51.57851
0.18182 8
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16 32 0.81818 10.1818 8.330579 0.669421 103.6694
2 2
17 23 1.81818 1.18181 2.14876 3.305785 1.396694
2 8
19 20 3.81818 - -6.94215 14.57851 3.305785
2| 1.81818
23 25 7.81818 3.18181 24.87603 61.12397 10.12397
2 8
24 15 8.81818 - -60.124 77.76033 46.4876
2| 6.81818
32 30 16.8181 8.18181 137.6033 282.8512 66.94215
8 8
0=15.18| T=21.81 Sum=347.363 Sum=895.636 Sum=445.636
2 8 6 4 4
YX-X)Y-Y
Cov(x.y) = (X-X)Y-Y)
n-1
oo,y = 347.3636
-1
O00(0,0) = 34.73636
o _IX-X' and 2 (Y -Y)°
o n—1 o n-—1
2 895.6364 2 _ 4456364
Uo = 11—1 andl?, = 11—1
12 = 89.56364 and )%, = 44.56364
Cov(X,y)
I‘ =
> 2
A ST ST
34.73636

[] =
V89.56364 (1 44.56364

= 0L OO0
From the correlation coefficient of 0.5498, it meathat there is a positive and strong
relationship between variables X and Y.

4.0 CONCLUSION
So far in this unit we have come to the understamthat there are other measures of central
tendency aside the already known mean, median amtk rand also higher test in statistics
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aside the ones already emphasized in unit 2 eaMest of these test fall under the non-
parametric test and they are applied in uniquesase

5.0 SUMMARY

1. Aside the already know measures of central tecyémean, median, and mode), you
have learnt other higher measures like the Geometeian and Harmonic mean.

2. You have learnt some higher test in statisilas Median test and Mann-Whitney U-
test.

3. Also, you have learnt about the correlation fioleint as a tool used to determine the

nature and extent of relationship between variables

6.0 TUTOR-MARKED ASSIGNMENT

lllustrate the procedures for carrying out a medest.
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MODULE 5 MANAGING A RESEARCH PROJECT: RESEARCH
PROPOSAL AND REPORT

Unit 1 Planning the Research Project
Unit 2 Concept of Ethics in Research
Unit 3 Report Writing

UNIT 1 PLANNING THE RESEARCH PROJECT

CONTENTS
1.0 Introduction
2.0 Objectives
3.0 Main Content
3.1  The Research Proposal
3.2 Field Work
3.3 Research Project Content
4.0 Conclusion
5.0 Summary
6.0 Total Marked Assessment
7.0 References/Further Readings

1.0 INTRODUCTION

The word research within academia is not usedsirevteryday sense goes beyond merely
gathering information. It presupposes a hypothesisituation based at first on limited
evidence. The hypothesis is set out in a spea@iearch question or series of questions. The
research is an attempt to prove or disprove it.rdfoee, a good research plan will aid in
achieving this. Planning a research project thefoves chosen a topic to writing and
presenting a proposal of the research topic chbséore embarking on field work through
which conclusion is reached.

2.0 OBJECTIVES
By the end of this unit, you will be able to:
e Explain research topic
Discuss basis on how to choose a good researah topi
Know how to locate research problem
Develop a research proposal
Know how and when to proceed for research fieldkwor

3.0 MAIN CONTENT

3.1 The Research Proposal

Proposal is an important aspect of a project rebeaBefore writing a proposal, the
researcher must have chosen a topic. In choosirgsearch topic it is important for the
researcher to think carefully before embarking dre&dy, the content of research and what
is expected of a research had been emphasizeddaolento, this unit in module five will try

to give a clearer summary of what is required fsearch proposal, and the body before the
field work.
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In choosing research topic, the researcher mayiadengoing for new or covered topics.

Very new topic for which there will be a limited search literature but new areas can
sometimes be tackled if the general field is wediaarched. On the other hand, well covered
topic may be hard finding something different tg.sa

Some universities assessed the proposal as pdahneodverall mark because it allows the

supervisor to assess feasibility. It also essdwntiar a plan but can be changed as work
progresses. The length of most academic proposédtea 1500words.

Structure
The structure of a proposal is essentially cut-déawm of full project and it should include;
Background and rationale for the research
Research question(s)
Brief review of previous academic research
Proposed method
e Feasibility.
To get started, first the researcher tries to dignificant, interesting questions, and write
them down as aims and objectives which togetheremak the strategy. The aims and
objectives will be re-stated in the project itself.
The followings should be noted by the researcher;
I. Be realistic about what you can accomplish in timetgiven other commitments.
il. Justify your choice of the data collection and gsigl method; never perfect since
always constrained by resources, so state whatraimsyou foresee.
ili. Mention any ethical, moral or practical issueslit® impinge on your research.

3.2 Field Work

The field work of a research comes after the metlogd for a research has been set. The
methodology will help specify the nature of theeash, the method and source of data
collection and estimation technique for the redearthis will only be possible after
literatures have been reviewed which will furthefghthe research in setting up an adequate
methodology which will guide the field work.

The field work of a research surrounds gatherindai for analysis. The nature and scope of
the research will determine the intensity of tredfiiwork. The field work may be primary
or/and secondary means of data collection. Thatdasa collection may be data gotten
through survey with the use of data collectionrmstents like the questionnaire, interviews,
etc and the data will be required to go throughppraopresentations using percentage or/and
frequency table, or the bar chart and pie chart.

After the field work, data collected are processed prepared for analysis. It is after the
analysis of data that findings and conclusions abesearch project are made.

3.3 Research Project Content
The research project contains the prefixes, them fthe chapter one of the research to
chapter five and the appendixes.

The Prefaces

a. Title Page
b. Declaration
C. Abstract

The aim of this is to give the reader an overvidwhe work contained in the dissertation. It
should be no longer than one page of A4, singleeghand should make reference to the
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aims and objectives, the methods of investigatibe, main findings and the conclusions
reached. It is NOT a description of you contentgepa

d. Acknowledgements

You should refer to those people who have assigedn your research. For example, your
supervisor, advisors, and those who completed muestires and interviews etc. Please
ensure you spell names correctly and ensure thatcgmform with ethical issues (do not
name any individuals or companies who have provigedi with data or personal
information)

e. Contents Page

Your contents page should list the sections andextiions of your dissertation followed by
references and then appendices. You should prahieeitle of each appendix and it is
common practice to number the pages in the appehtipA2, A3 etc. Pages in the contents
table are normally numbered in small case Romarenals

f. List of Tables and Figures
List all, figures, tables and diagrams by numiide, and page number
g. List of abbreviations

Abbreviations should be listed. In the text, théra@viation should only be used after its first
mention, which should be written in full.

Chapter One: Introduction (word length guide 1,500 words)

This should set the scene and give the reader pletanoverview of what you intend to do.

It should include a general introduction, a ratierfar doing the research which is based on
secondary data, an aim and three to four suppomingctives and/or hypotheses, the
proposed methodology, limiting and delimiting fast@nd an outline of the organization of
the study.

Chapter Two: Literature Review (word length guide 5,000 words)
A literature review is “an interpretation and sygsls of published work” and it is not simply
an extended essay. As such your literature resleuld involve the following processes:
Searching for sources
Searching for references is a standard part of gimsertation and should be done as early as
possible. Search tools are available and include:
e internet search engines such as Business SourogePrgeBSCO), Emerald, Google
other databases
e Dbibliographic databases such as the Web of Sciamce OCLC (check with ISD
through the University web site and the informatitmsk in Clifford Whitworth).

Quality of information

Information overload has become a familiar termengly but it is a concept that is likely to
be clear to you after your search. Your problem may be finding the information, but
selecting what you should use (particularly withehnet searches). Internet sources are of
very variable quality; you need to be particulachtical in your use of these sources. It is
often worth asking yourself: who supplied this imf@tion and why did they supply it? An
evaluation of, say, Customer Relationship Managensaritware from a peer-reviewed
journal may carry more weight than one offered bg teading supplier of that type of
software.

Use of information
At this level, it is essential that you observedahy conventions for the attribution of the
work of others. Please read the notes on plagiansyour student handbook. References are
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those sources (written and unwritten) which werasadted in the course of your research
and which are actually referred to in your text.ridg the literature search of your
dissertation topic, you will find published mateérfaooks, book chapters, scientific articles,
magazine articles, press articles, commercial tsp@tc.). It is essential to refer to your
source when quoting actual text, when referringumerical data, and when using a diagram
or figure found in the literature. Figures (pictsireliagrams, models, maps, etc) and tables
(numerical data usually) should be clearly labeded of a sufficient size to be readable. The
source of each map, picture, diagram or statistisble should be clearly acknowledged.
Thus each figure or table should have:

* a number (so that you can refer to it as ana&xgtion or illustration of your argument
in the main text - reciprocally, all figures andles should be referred to and used in the
text);

* a title;

* the source, if the figure or table has been foimd book, article or report (if it is a
result of your own work, it does not need a source)

Chapter Three: Methodology (word length guide 1,000 to 1,500 words)

You must give reasoned arguments for your choiceeséarch methodology, including any
alternate methods that have been deemed less Isuidiections of your sample should be
discussed along with details of how you implemenyedr methodology (how? where?
when? who? why?) information on pilot studies stoog included, together with details of
any changes made as a result. You must discussjustify how the field work was
undertaken, what happened, and the methods usadatgze data. Reliability and validity
issues should be discussed including the stepigwe taken to ensure your findings may be
relied on by others as accurate and trustworthyie ain emphasis of this chapter is on
justifying what you have done and the process yauehapplied in data collection and
analysis.

Chapter Four: Results and Discussiorfword length guide 4,000 words)

The results should be presented in a logical mansgery tables and figures as necessary.
You should discuss the meaning of the results aspyesent them. Remember to relate your
results back to your aim and objectives and liteeateview. This section should not be just
a description of your results but should includdigscussion and evaluation of the findings
you have made.

Chapter Five: Conclusions and Recommendationgword length guide 1,000 to 1,500

words)

Your conclusions are a summary of your overall ifigd and should relate to your original

aim, objectives and hypotheses. The conclusiomsildhbe based on your results and
discussions section but should NOT be a regurgitatif this section. The key parts of the
literature must be revisited in this section andexghappropriate your conclusions should
assess implications of your work.

Your recommendations should be based on your csiocls chapter. Where appropriate,
your recommendations should include aims, impleat#nt strategies, resource costs and
resource benefits.

4.0 CONCLUSION

This chapter have discussed the planning of reBganaject and what is required of a good
research project. The ability to choose a topicclwlstem from problem identified, and the

procedure to go about writing a proposal for theeegch project and the research project
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proper should contain.

5.0 SUMMARY

In this unit, you have learnt;

I. About planning for a research project.

il. How to choose a research topic.

ili. How to develop a proposal for research praject

V. The content of a research project and how teelbg them.

6.0 TOTAL MARKED ASSESSMENT

1. Distinguish between a research project and a relsgaoposal.
2. What are the major content of a research proposal?

7.0 REFERENCES/FURTHER READING

Aborisade, F. (1997A student HandbooHKi.st ed.). Ibadan.

Emeka, A. I. (2004).Basic Steps for Quality Research Projetiagos: Noble-Alpha
publishers.

Ghosh, B. (1992)Scientific Method and Social Researlew Delhi: Sterling publishers.
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UNIT 2 CONCEPT OF ETHICS
CONTENTS

1.0 Introduction
2.0 Objective
3.0 Main Content
3.1 Concept of Ethics
3.2 Development of Ethics in Research
3.3 Codes of Ethics in Research
3.4 Ethics of Researchers
3.5 The Roles of Ethics in Research
4.0 Conclusion
5.0 Summary
6.0 Tutor-Marked Assignment
7.0 References/Further Reading

1.0 INTRODUCTION

In module four (4) just finished, we discussed Hyaesis formulation and testing. In it that is,
hypothesis as a concept, we learned a lot of thirags the start to the end. In a nut shell, we
can conclude that hypothesis as a concept is cemt@ary research. However, in this module,
we shall be considering two main issues; thesetiries and report writing in social research.
In this very part that is unit one (1) of this méeluve shall be discussing ‘ethics’. There are
ethical considerations involved in all researchd&s. It is therefore vital to consider likely
harm to young minds in research that might arisenftheir participation. Most often, there
are things that scholars might want to administerexperiment studies present hazards.
According to Babbie (2001), he opines that we \aill possibly see that it is wrong to
carryout studies which require children to be toatu

1.0 OBJECTIVES

By the end of the unit, you will be able to:
e define and explain ethics
e itemize and discuss some ethical issues in research
e discuss the importance of ethics in research.

3.0 MAIN CONTENT

3.1 Concept of Ethics

Ethics is a very significant concept in researchbliie (2001) sees ethics as having a close
relationship with morality and that both terms hawedeal with matters of right and wrong.
He stated that the sources of the distinction betwhe two vary from one person to the
other. It may be religious, political ideologieaw or the practical observation of what seems
to work or not. According to Website EncyclopedfeDactionaries cited in Babbie (2001), it
defines ethics as relating to morals or moral ppies and the philosophy which teaches
human character and conduct to distinguish betwagm and wrong, moral duty and
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obligations to the community. It further sees ethtas conforming to the standards of conduct
of a given profession or group.

According to Babbie, this meaning of ethics as giabove might discourages those in
research of moral absolutes. That what will constitethics and morality in our day to day
life is a case of what we agree on amongst oursedgea group. In essence, the issues of
ethics and moral can be likened to the popularngayihat, ‘one man’s meat is another’s
poison.” In applying this, it then means that, & Wwave several professional bodies, the rules
and regulations guiding their conducts will asslyedot be the same. And what will
constitute ethics or moral in these bodies williniefly not be same.

In social research, the issue of ethics has becsomgignificant. As the scope of the social

research becomes enlarged and our techniquesesrofisand analysis have become trendier
and analytical, ethical issues arise from the kimidgroblems social scientists explore and the
modes used to obtain valid and reliable data.

SELF-ASSESSMENT EXERCISE 1
i. Define Ethics

ii.  Explain how Ethics is matter of agreement betweersgnalities that constitute the
group.

3.2 Development of Ethics in Research

Ethics in research became an issue of discusscialsesearch just after the World War 1l. It

was during the Nuremberg Trial after the world wat the public became conscious of the
now disgraceful research that had been conductatieinrconcentration camps by German
physicians, research which often ended with thahde&the research subjects and did not
meet even the most fundamental concepts of meddsalarch ethics of the time (Best and
Kahn 2006). The issue of medical research, andesutesitly the Nuremberg trial lead to the
formation of a code of ethics in 1949, which begish the conditions that all research

participation must be voluntary. Also, another kmoinstance of study that was conducted
without any adherence to ethics in that area wag tlskegee Syphilis Study (Jones 1993). In
1932, an investigation was done to ascertain tfeetsf of syphilis. In that investigation, 399

African-America individuals infected with syphiliwere not allowed treatment and were
informed that they had bad blood. The study hasnbgertrayed as a bad statement
concerning racism and ethics as misconducts.

The American Psychological Association (APA) in 3%ame up with the first known code
of ethics for psychologists. By 1963 the code bict was reviewed. The Board of Directors
of the Association in 1970 appointed an Ad Comraitten Ethical Standards on
psychological Research to update the 1963 codethuésein the light of changes in the
sciences, in the profession and in the broademabkoontext in which psychologists practice
then. Ever since then, a lot of professional asgimei had reviewed their code of ethics to
take care of the major moral concerns of theirousifields. A good instance was the code of
Ethics on the practice of Sociology was approvedHh®y Association’s members in 1989.
Subsequently, it then follows that every reseanajegt involving human subjects should be
followed by careful assessment of predictable risksomparison with foreseeable benefits
to the subject or the others. The rights of theaesh subject to protect his/ her integrity must
be respected. Every precaution should be takeedpect the privacy of the subject and to
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minimize the impact of the study on the subjectwygical and mental integrity and on the
personality of the subject.

From the various accounts given above, we can nadenstand and fully discuss the
historical perspective of the evolutions of ethitsocial research. Also, these accounts have
provided important lessons for understanding whatldt happen if the ethical issue in
research is not considered holistically within se@arch process.

SELF-ASSESSMENT EXERCISE 2
Account for the evolution of code of ethics.
3.3 Codes of Ethics in Research

Discussed below are some of the fundamental pilexipf ethics in research.

% Voluntary participation

It is one of the fundamentals of the principlesetiics in social research. It is case of one
freely or intentionally taking part in an event.rgsearch, voluntary participation means that
no individual should be forced into partaking inresearch. Taking part in any research
should be from a researcher’s free will. In med®aénces, one of the ethics is that taking
part in any experiment should be voluntary. Thisgplicable in social sciences too. No

individual should be forced against his/her willgarticipate in any research. This code of
ethics is more of a theory than in practice. Fatance, if a lecturer in Economics direct
his/her students fill a questionnaire, all the stutd would have no choice than to comply
with the directive, for fear of failure or sometginvorse. This is not a case of free will.

Indirectly, the students may have been forced tontary part take of the activity.

% Anonymity

This is a case of facelessness. This is anothé& bade of ethics in research. In this regard, the
Researcher remains inconspicuous by separating idbatity of individuals from the
information they give (Nachmias & Nachmias, 1998). individual that partook in a research

is considered unknown if the researchers are ntd &b identify any information with a
particular contributor. It is a situation wherel®searchers are unable to associate a name with
any particular data even if sensitive informatioaynbe revealed.

% No Harm to the participation

In undergoing an investigation, there is need lieresearcher to ascertain if there is any harm
that we affect the participants in the course ofygag out the investigation. One of the ethics
of research is that, no harm should be done tacgaaht(s) whether or not they volunteer their
services. A lot of time, certain treatments that thvestigator may want to administer in
experimental studies present risks. A good instascesome research psychologists often
expose investigational teams to risk. After theeskpentation, most often a lot of individuals
in the team suffer some mental distress becausbeoéxposure. Another good example is
that, in the process of exploring sensitive tréatg. relationships with abusive persons) might
cause investigator to focus on them again afteenezcise. This may course the some of the
participants another round of concern, restlessmtes

The ethical code that there should be no harm éoptrticipants in practice means that no
information about any individual who partook in teercise should be divulged to the public
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that could lead to embarrassment on their partjudicg their attitudes, demeaning
characteristics or even questions referring to aab behavior. Hence, the principal issue is
that the investigated individual(s) must be pratddtom both physical and mental harm.

% Confidentiality

This is another key norm of ethics in research. Téspondents have a right to have
information gathered about them to be kept sedie¢. investigators have a commitment not
to make open the information to any person exdepidentities of the respondent are hidden.
Even though researchers have a strict moral andegsional responsibility to keep
information private, there are situations in whitiis code of ethics is highly impossible to
observe. A good instance is a situation where ssarése, and information about it is
subjected to judicial scrutiny backed by law, thdbrmation which ought to private would
have to be made public.

To improve on this principle without compromisirtgetright of the respondent, over the year
a number of modus operandi have been put in plgc8dholars. These includ@eletion of
Identifiers: it is an instance where the researcher is alloveedemove the names, social
security numbers and street address from the irdtiom given about any responde@rude
Report Categorie# this case, the researcher can release datayoresapondent that has to
do with the person’s local or country rather thamghborhood data, year of birth rather than
specific date, profession but not professional gpieation, etc.Micro AggregationThis is,
constructing “average persons” from data on padicis and releasing this information rather
than the original information about the participadatror Inoculation:as the name implies, the
researcher can intentionally put in some errors thée record of the respondent just to confuse
the would-be users on one hand, and protect thgonelent’s privacy on the other hand.
Meanwhile, the original information about the resgent still remains the same.

)/

s Consent

The duo of Eduard and Risk cited in Adegoke (20%8% consent as a practice where people
choose whether to partake in an inquiry after besdgcated about the facts that would be
likely to influence their decision. This involvesur elements: competence, voluntarism, full
information and comprehension. The principle ofsamt in research states that, participating
individuals must be educated about the significarafeparticipating in the exercise (i.e. the
investigation). This research ethics does not poeethe conduct of social scientific research
that involves risk but it does require the use mbimed participants. When research
participants are exposed to pain physical or ematiijury, invasion of privacy or physical
or psychological stress or when they are askedetoporally surrender their autonomy,
informed consent must be fully guaranteed. The mfe@onsent stems from cultural values
and legal consideration. It is entrenched in tighhialue we attach to freedom and to self-
determination.

% Secrecy
In carrying out planned research, most often, dwexy (privacy) of the respondents is often
violated. This code of ethics (i.e. secrecy) isflleedom of any person to pick and choose for
him or herself the time and circumstance under Wwiind most notably, the event to which

his/her attitudes, beliefs, behavior and opiniore ta be shared with or without help from
others.

There are three different dimensions of privacy.
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1)

1)

The sensitivity of information being given. It reseto how personal or potentially
threatening the information is that the researcheshes to collect. Sensitive
issues such as religion, sexual, racial discrinmmatincome, etc. is classified as
sensitive information. The more sensitive informoatis, scholars are advised to
protect the secrecy of the respondents.

The setting being observed. The setting where rthestigation is being carried
out may be private or sometimes public, dependimghe study and its intention.
For instance, issues at home are considered ottee ahost secretive settings in
most culture and incursion into people’s home withconsent are forbidden by
law.

Spread of information. This has to do with the iapilto equal personal
information with the identity of the respondents.

These three aspects of secrecy a code of ethick eugiven serious consideration when a
researcher is planning to conduct a research.

SELF-ASSESSMENT EXERCISE 3

Secrecy a code of ethics emphasizes on three aspkptivacy that must be given serious
consideration. What are they?

3.4

Ethics of Researchers

Apart from the codes of ethics discussed abovesarebers have their own codes of ethics
that guard their own modus operands. These araiexpl below:

R/
L X4

Honesty:it is a state of one being upright in whatehe/she is engaged in. applying
this to investigation, a researcher must not liee/sHe must be faithful with

himself/herself, respondents, focused community] #nreport the outcomes with
utmost uprightness.

Reliability: This has to do with one keeping to pises and agreements as reached.
Researchers should make sure that acting with tima@nd striving for consistency
of thought and action should be their watch word.

Respect:This code obliges researchers to proteageipondent’s fundamental human
and civil rights.

Communality: This principle has a link with faitidess. This rule requires that
precise report methods, purpose, motives and coesegs should be done by the
investigators. This code of ethics obliges redsensto make their research findings
known to the focused population willingly and frgel

Disinterestness:this requires that the researchmisonal gain should not be the
overriding interest for carrying out a study.
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3.5 The Roles of Ethics in Research

We have seen what ethics is all about in soci@aes. Let examine the roles ethics plays in
social research. These are discussed as follows:

¢ The principles behind research ethics supportitine af research such as knowledge,
truth and avoidance of error. For instance, a rebea has to be honest in reporting
study outcomes.

% Codes of ethics inspire peaceful writing relatiapsbetween the researchers and the
respondents. On the part of researcher/authorsitigllectual property is protected
while respondents are not named in order to avasisc

% Social research ethics make ensure that the rdszarare answerable to the public to
allow for contributions or criticisms. A good exalaps the case of research that was
carried out in the concentration camps by Germaysiplans during World War I
was publicly condemned.

It aids to build support for research since it i@Wn that research is carried out with
the aim of advancing knowledge to benefits for magk

% The principles of ethics uphold a range of othey k®ral and social values such as
human rights, animal welfare, and social respohigibcompliance with the law, and
health and safety.

SELF-ASSESSMENT EXERCISE 4

Itemize researchers’ rules of engagement in comuyicesearch.

4.0 CONCLUSION

We have once again discussed another vital aspexctc@al research called ethics. We have
basically discussed rules guiding the conduct skaeches in social sciences. From our
study, we can conclude that an understanding ofeth&s of research by researchers will
make studies outcomes valid and reliable.

5.0 SUMMARY

In this unit, we have dealt with the descriptionetiiics, the underpinning of ethical
issues in research, codes of ethics in social relseend the significant of ethics in
research.

6.0 TUTOR-MARKED ASSIGNMENT

1. What are ethics?

2. Give reasons why ethics are significant in research
3. List and explain researchers’ ethics.
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UNIT 3 REPORT WRITING
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1.0 INTRODUCTION

Introducing the just concluded unit which is ab&thics, we said two main issues ethics and
report writing in social research shall be discdsgghics which is one of the two issues has
just being discussed. Our focus in this sectionl 4w on Report writing. A report is a
comprehensive account of events or activities thak place during an enquiry, probe, visit
or investigation. A very significant part to be satered by the author of a report is to
determine the form it should take. Therefore, #yort will look different, depending on the
nature preparation. That is, is it for instructipnpfessional scientists or the audience?

2.0 OBJECTIVES
By the end of this unit, you will be able to:
e define and discuss report writing
e present and organize a research report
e identify and use research documentation.
3.0 MAIN CONTENT
3.1 Report Writing: nature and forms

In social research, the nature/way of documentimgstigation procedures and outcome is
quite different from any other form of report wnigj. In social research, reports are cautiously
set out accounts of facts gotten from studies. fEp®rt writing makes findings of research
studies accessible to others. Basic elements aszpt in all kind of report; the way in which
the reports are constructed different accordingtheir ultimate purpose and intended
audience.Reports are written on the state of aanzgtion, the progress made by a company
on some projects or the cause of social problenso, Aeports writing are form of Doctorial
theses, Masters’ dissertations, Bachelor's degreggis and articles published in scientific
journals.

Report writing is a specialized form of communioatiand it is of various forms. A good
report must be readable and the tone formal. Thguiage used should conform to lay down
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standard and style or traditions of the associat@rcerned.
3.1.1 Forms of Reports

A lot of kinds of reports exist. Discussed below #re main ones amongst many. According
to Winimer and Dommicks in Adegoke (2012), thetfsgeps in writing a report is to clearly
identify your intended audience, purpose and tigamization.

* Periodic Reports

Periodic reports are written on the activities, @itians and prospects of an organization or a
division of an organization. These are written atne specified interval, for example,
weekly, monthly, quarterly, annually or bi-annually

% Research Reports

Research reports usually take the form of a thelssertation, projects, journal article or
paper to be read at a professional meeting. Dessens, theses and projects are part of post
graduate studies requirement. The essence of ttiees is for students to show their
research skills and prove that they can succegsinlliertake research unaided. The research
reports are the main stay of most academic journlen writing for an academic or
professional journal, the key to success lies @ dbility to write concisely, that is, briefly
and to the point.

s Progress Report

Unlike research reports, but similar to periodipads, progress reports are written at regular
intervals. Going by the name, progress reportsdange on the development made on a
particular activity up to the period they cover tiea reports provide up to date accounts of
work on the remaining stages of the project.

«» Commissioned research

This form of report writing is referred to as re#itt research where a practically identified
problem needs to be fixed. Commissioned researdndamentally contract based with
agencies, organizations, ministries, and a lot nioae is specifically hired to fix the problem.
Commissioned research is not limited to policy mtalso used for appraising current
practices and resolving problems in the workpld&@sentation of a commissioned report is
much more flexible than the other types of reports.

% Mass media report

Media report trend to be very short compared teiotbrms of report already discussed. In
media reports, details about the studies are rpmirted. The importance is on the research
findings, what it is all about and its implications human existence. In media report, the
language is civil because of the publics.

% Investigative Reports

Investigative reports are reports based on theiipgun social phenomena. They are report
predicated on specially approved investigation. Aghdéhe subjects usually covered by the
reports are the causes and the prevention of au¢ideme, epidemics, flood, workers and
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students unrest, etc. also, investigative repossally provide information to fellow
investigators working on a case, to supervisorsadministrators who may need to allocate
resources for a case and to the prosecuting attavhe may try the case. Reports may also
be used in the court, to outline a case to theynjivestigative reports help to unravel the
hidden truth while the case last in court.

SELF-ASSESSMENT EXERCISE 1
Differentiate between periodic report writing andgressive reporting.
3.2 Report Writing: Features

A good report must possess some fundamental qgsaétinbedded in it. These qualities, also
known as characteristics are sometimes referredstahe basic rules of effective report
writing. See these features below:

% CompletenessThis means that the written report has all relevafiormation in it. A
report should contain both good and bad outcomesomplete report makes it easier
for an individual who was not at the scene of tbeusrence to understand what really
transpired.

% ConcisenessAs the name implies, it means only the informatibat is necessary
and important is reported brief and straight tonhoBerg and Horgan in Adegoke
(2012) opine that reports should be as succincpassible while containing the
essential features and details in a manner thatdgrstandable to the reader. Reports
should be written as narratives but should exclumm-essential modifiers or
descriptors. It language should be kept simple @dinect and in active voice rather
than passive.

s Clarity: The Oxford Advanced Learners Dictionary definegitlaas the ability to
think about or understand something clearly. A repoust clearly explain to the
would-be reader accurately what the scholar obser8bort, active voice sentences
lead to clear meaning and understanding. Claritylmst be accomplished by the use
of Standard English including good sentences siracicorrect punctuation, accurate
spelling, proper capitalization and standard paxplging.

% Accuracy: In writing a report, accuracy is very essentiaheTscholar should be
straight to point and avoid generalities. The sahadhould avoid mistakes in
reporting his/her investigation or study.

% Gender Neutrality: A neutral or inclusive wording can usually describe event or
situation without creating a gender atmosphere. udeeof non-gender base language
is further assisted by the use of the proper naatéer than the pronoun he or by the
use of the expression he or she, him or her etedayespecific references can be
avoided completely by writing in the third—persagiyral and using proper nouns
only.

% Language: A good research report should be written in a lagguwhich the would-
be readers will understand. For example, reseascteuld write their reports using
civil languages that the general publics would ble &0 understand. The readers may
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not be an expert in that area. But he/she shouldhe to read and understand a
report.

% Presentation: This has to do with the report outlook. The layand style of
presentation should make it easy for the readersad and find what they require. A
report will be more easily reached if the contend &tructure are clearly labeled.
Separate chapter titles, section and subsectiodings and labels on tables and
figures all play a significant role.

s Graphs, Charts and Tables:This aspect is vital in report writing. Graphs aatlle
are crucial means of showing statistical data tayanan on the street. However, we
should make sure that they are clearly and propexplained and that attention of
reader will be drawn to vital message from our ysial It is important to ensure that
all graphs, charts and tables are referred todrtekt.

SELF-ASSESSMENT EXERCISE 2
i. A good report must possess certain qualities, g&scu
ii.  Why are graphs, charts and tables vital in repasgntation?

3.3 Research Report Writing: It's Structure

In research report writing or presentation, it rsversally the same, except on very real
occasions. For instance, investigative settingdapeut for report writing may depend on the
controlling Body. Be that as it may, research répgrstill has a general structure even
though the presentation may vary according to theine and design of each individual
research.

% The Title Page
The title page of a research report document isfithvet page that indicates to the
would-be reader the subject matter. The page alsarsbthe name(s) of the
researcher(s) as well as the name(s) of the inagiakd) or organization to which the
report is being submitted. The date of submisssoaigo shown on the page.

s Forward
The forward is a short introduction at the very inegqg of the report by someone
who knows the start of the report and also famikih the author(s)

% Acknowledgements
This part of research report is where the researaticnowledges the contributions of
earlier authors, and everyone who has contribuggdfeantly or who has assisted in
some other ways to make the writing of the repogsible. Acknowledgments should
be clearly written with everyone who has aided shedy one way or the other name
mentioned.

% Contents page
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The content page refers to the table of contenis.d list of all headings used in the
report, each with the number of page on which #levant section or subsection
starts. The contents page is meant to serve asla tuthe reader.

Table of charts
The table of charts shows sections where charaghigs, tables, diagrams etc. can be
found in the report written.

Abstract (or Summary)

It is simply the summary or the executive summamytife case of official study) but
very brief account of the entire study. It is aebraccount that rages between 350 -
500 words at the beginning of the report. It pregidan account of the objectives,
context, methods, findings, conclusion and recondatgans contained in the report.
It tells the reader what will be found in the rejpor

Introduction

The introduction section of a report provided theckground information on the

problem of study and the possible effects of theeaech problem on the society or
organizations. It prepares the reader for the totaitent of the report. It usually
includes information on matters such as the justifon for the study. The

justification of the study is what makes such aorep necessity.

Objectives
The purpose of the study makes research wishes &xdomplished or find out at the
end of the study. These purposes are clearly statiée report.

Literature Review/Theoretical Framework

Like a house that is built on a well laid foundati@ study must be supported with
theory or theories. In the same vain, reviewinglitefature helps to introduce the
researcher to what others have done in the aredhencurrent state of knowledge in
the particular area of study. The researcher mosure that the literature review
covers where the problems emanates from, whatesdy known about the problem
and what other methods have been used to solyerdidem as well as their outcome.

Methodology

This deals with process of collecting and analyzimg required data in the course of
the study. A detailed account of the adopted tepres should be given within the

body of the report but detailed technical sectiaresbetter discussed. It is to be noted
that data can be collected through interviews, t@saires, test, experiments, etc.
and the data collected can be analyzed by anyeodttitistical means.

Findings

This aspect is concerned with the presentationdisclission of the outcomes. The
outcomes must be clearly set out, easily reached, demonstrate that they are
adequately supported by the investigation evidehtéhis part, tables, diagrams and
charts used are logically presented.

Conclusion
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The purpose of the conclusion is to close the stlidgiso presents an opportunity to
make suggestion for further study base on whathgue discovered. Often times, it is
helpful to link the discussion with other literagduon the topic but the conclusion
should not present significant new material thatnca be found in the body of the
report. This section may be only a paragraph loag vithout it the study lacks

closure.

s Recommendation
This part is significant because it gives the reseapportunity to suggest to the
organization, government or the general public vihay can do to solve the problem
studied on the basis of the conclusions drawn filoenfindings. It is advisable for the
researcher to list the suggestions, although theyat bound to be accepted.

% References
This is the list of literature (books journals,antet sources etc.) accessed by the
researcher or referred to in the study. It is pdaicea separate section at the end of the
report.

% Appendix
The appendix is an affix section in which all othaformation that cannot be
accommodated in the main body of the report isgmesl. Such information usually
has to do with items such as regression outpugdfigraphs, letters, photographs,
guestionnaire and statistical details that maydwevoluminous for inclusion in the
study. In most instances, they are information tkahot actually required for the
understanding of the report.

SELF-ASSESSMENT EXERCISE 3
Why is structure vital in report writing?
4.0 CONCLUSION

We have again study another significant aspecboisresearch tagged report writing. That
a good report writing boils down to application sxfientific style of report writing. This
implies that the style and tone should be set &r tlevel of expertise, that the write up
should be logical and clear and that the researsiauld stick to the rules. Also, researchers
should bear in mind that their reputation is akestd their reports are filled with incorrect
spelt and unclear use of words.

5.0 SUMMARY

In this unit, we have looked at report writing gsearch, we have dealt with forms of report
writing, the features of a good report and thedtne of report.

6.0 TUTOR-MARKED ASSIGNMENT

1. Discuss the features of a good report
2. Itemize the parts of a research report writing
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3. Distinguished between theoretical framework andesg\of literature

7.0 REFERENCES/FURTHER READING
Adegoke, N (2012)Research Methods in Social Sciendesgyos:Prime Target Limited.

Best, J.W.& Kahn, J.V. (2006Research in Educatio®oston: Pearson Education Inc.
Collins, K.J. (2000Researcher in the Social Sciencesetoria: University of South Africa.
Ghosh, B. (1992)Scientific Method and Social Researtlew Delhi: Sterling  publishers.

Offiongodon, A.M. (1999Research Method for Manpower Decisio@sverri: Afrika Link
Book.
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MODULE 6 REFERENCING SYSTEM IN A RESEARCH REPORT

Unit 1 Referencing System
Unit 2 Different Citation Links
Unit 3 The Reference List/Types

UNIT 1 REFERENCING SYSTEM

CONTENTS

1.0 Introduction

2.0 Objective

3.0 Main Content

3.1 Types of Referencing System
3.2  When to use Reference

3.3 Features of Reference

4.0 Conclusion

5.0 Summary

6.0  Tutor-Marked Assignment
7.0 References/Further Reading

1.0 INTRODUCTION
When you are writing an essay, report, dissertatioany other form of academic writing,
your own thoughts and ideas inevitably build onsehaf other writers, researchers or
teachers. It is essential that you acknowledge it to the sources of data, research and
ideas on which you have drawn by including refeesnto, and full details of, these sources
in your work.
The main reasons for referencing are to:

e distinguish your own ideas and findings from thgee have drawn from the

work of others; and
e follow up in more detail the ideas or facts thatiyave referred to.

2.0 OBJECTIVES
By the end of this unit, you will be able to:

= discuss the essence of referencing

= explain systems of references

= state when to reference

= identify features of a good reference.
3.0 MAIN CONTENT

3.1 Types of Referencing System

There are two main systems of referencing. They are

Footnotes/End Notes Systerit: can also be referred to as tfxford system They are
subscript number in the text and a reference abttit®m of the page (or at the end of the
main text of the research project). An exampleéibjiographic details at the bottom page or
all together at the end of document.

In-Text Citation: It is also referred to as titarvard system They are citations in the body
of the text. For example; new research on worm regealed some remarkable behavior
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(Wilson, 2016).
It should be noted that every entry in the refeesnigst mist have at least one corresponding
citation in the main text and vice versa.

3.2 When to Use Reference

Your source should be acknowledged every time thiet ghat you make, or the data or other
information that you use, is substantially thataabther writer and not your own. As a very
rough guide, while the introduction and the coniclaos to your writing might be largely
based on your own ideas, within the main body airymeport, essay or dissertation, you
would expect to be drawing on, and thus referengowg debt to, the work of others in each
main section or paragraph.

3.3 Features of Reference

Whenever you read or research material for youtingii make sure that you include in your
notes, or on any photocopied material, the fulllmalbion details of each relevant text that
you read. These details or features should include:

surname(s) and initial(s) of the author(s);

the date of publication;

the title of the text;

if it is a paper, the title of the journal and vl number;

if it is a chapter of an edited book, the bookle @nd editor(s)

the publisher and place of publication*;

the first and last page numbers if it is a joundicle or a chapter in an edited book.

For particularly important points, or for partstekts that you might wish to quote word for
word, also include in your notes the specific pegference.

It should be noted that the publisher of a bookuthmot be confused with the printer. The
publisher's name is normally on a book’'s main pge, and often on the book's spine too.

40 CONCLUSION

Referencing system is an important aspect of adean& research. The reference system
will help the researcher distinguish his/her id&asn those drawn from the work of others
and also follow up in more detail the ideas.

50 SUMMARY
In this unit, you have learnt understood the need referencing, when to insert a
reference(s), and the characteristics of a refexenc
6.0 TUTOR-MARKED ASSIGNMENT
1. List and explain the two main systems of references
2. List the characteristics of a good references.

7.0 REFERENCES/FURTHER READING
Berry, R. (2004)The Research Project: How to Write liondon and New York: Routledge.

Gash, S. 199%ffective Literature Searching for Studef@sd ed.). Aldershot: Gower.

Gibaldi, J. 2004MLA Handbook for Writers of Research Papdgth ed.). New York: The
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Modern Language Association of America.UniversifyWisconsin writing centre.
http://www.uwstout.edu/writingcenteAccessed 24/06/2016.

USC libraries research guides “organizing your @&lostiences research paper: The literature
Review” www.libraries.usc.edu/researchguides/liierareviews. Accessed
2/06/2016.
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UNIT 2 DIFFERENT CITATION LINKS

CONTENTS

1.0 Introduction

2.0 Objective

3.0 Main Content

3.1 Book references

3.2 Papers or articles within an edited book
3.3  Journal articles

4.0 Conclusion

1.0 Summary

2.0  Tutor-Marked Assignment
7.0 References/Further Reading

1.0 INTRODUCTION

Referencing comes from various citations theseouarcitation determines the originality of
the source of any reference. Different sources watljeir presentations of referencing
although they still maintain the type/listing ofesencing format which will be discussed in
the unit.

2.0 OBJECTIVE
By the end of this unit, you will be able to:

e identify different citation links of referencing
e state the format used in them.

3.0 MAIN CONTENT

3.1  Book references
The simplest format, for a book reference, is gifrest; it is the full reference for one of the
works quoted in the examples above.

Knapper, C.K. and Cropley, A. 1991: Lifelong Leawgiand Higher Education. London:
Croom Helm.

The reference above includes:

e the surnames and forenames or initials of bottathbors;
e the date of publication;

e the book title;

e the place of publication;

e the name of the publisher.

The title of the book should be formatted to digtiish it from the other details; in the
example above it is italicized, but it could bebwld, underlined or in inverted commas.
When multi-authored works have been quoted, injgartant to include the names of all the
authors, even when the text reference used wds et a
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3.2  Papers or articles within an edited book
A reference to a paper or article within an edlbedk should in addition include:

e the editor and the title of the book;
e the first and last page numbers of the articleayep.

Lyon, E.S. 1992: Humanities graduates in the lalmarket. In H. Eggins (ed.), Arts
Graduates, their Skills and their Employment. Lamdbhe Falmer Press, pp. 123-143.

3.3 Journal articles
Journal articles must also include:

e the name and volume number of the journal;
e the first and last page numbers of the article.

The publisher and place of publication are not riymrequired for journals.

Pask, G. 1979: Styles and strategies of learningisB Journal of Educational Psychology,
46, pp. 128-148.

Note that in the last two references above, ihéshiook title and the journal name that are
italicized, not the title of the paper or articlhe name highlighted should always be the
name under which the work will have been filed ba library shelves or referenced in any
indexing system. It is often the name which is tenton the spine of the volume, and if you
remember this it may be easier for you to rememidech the appropriate title to highlight
is.

3.0 CONCLUSION

References come from various citation links andeHanks have a unique way they are
presented. The link of referencing shows its o&djig.

4.0 SUMMARY

In this unit you have learnt that references comefvarious links which the journal article,
paper article, book references etc. these variokgéserved its own format of presentation
as already shown.

5.0 TUTOR-MARKED ASSIGNMENT

List and discuss the three reference citation links
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UNIT 3 THE REFERENCE LIST/TYPES

CONTENTS

1.0 Introduction

2.0 Objective

3.0 Main Content

3.1 American Psychological Association (APA) Style
3.2 Harvard Style (Name and Year)
3.3 Chicago Style (Kate Turabian Style
4.0 Conclusion

4.0 Summary

5.0 Tutor-Marked Assignment

7.0 References/Further Reading

1.0 INTRODUCTION

List of referencing is very importance in any sehmtl work. It shows the source of
information documented in an academic report. Whisedist of references is not included in
a report, the report looks empty and may not besidened a good work. Any scholarly work
cited in course of writing a paper, especially e tBackground to the Study or Literature
Review” must be listed in the referencing sectibhere are numerous styles of referencing.
Institutions of higher learning like the universgialways give instructions on the form of
referencing that is preferred. However, three mfeing styles are commonly used. These
are:

2.0 OBJECTIVE

By the end of this unit, you will be able to diféettiable between the American Psychological
Association (APA) Style, Harvard Style (Name andajeand Chicago Style (Kate Turabian
Style).

3.0 MAIN CONTENT

3.1  American Psychological Association (APA) Style

This referencing style is the form commonly usedmast journals and adopted by some
institutions of higher learning. The APA style eraplzes the use of surname (last name) of
the author, the year of publication and if needhaepage number(s) of the material consulted
within a text. Though, this style has evolved otiare. It is currently on sixty APA. For
instance(Ohioze, 2016:09). this happens when the name appears at the eadjwdtation.
The name, year and if possible the page numbe2recircled in a bracket. But, if the name
comes before a statement, it will ®@hioze, W. F. (2016)n this case, only the year and
probability the page number(s) will be bracketed.

However, the ends of chapter or book referencespeeially done in the APA way.
Let consider some instances:

a. Ohioze, W. F. (2016). Population Growth, Comdliand Food Production: Is
Nigeria Food SecureXurnal of Review, 1100 — 110.

b. Ohioze, W. F. (2016PRopulation Growth, Conflicts and Food Productios: |
Nigeria Food Secure®@kpuje press.

Note: A above represents APA style of referencowgnal or periodical, while B is a
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book reference.

3.2 Harvard Style (Name and Year)

It is important to note that, the APA style of nefiacing modified the Harvard style. It was
done to improve on the quality of Harvard referagcstyle. Before the modification, the
order of author's names in text citation was notoad the necessary recognition. For
instance, the names of an author in citation cteldnixed-up without identifying which was
the surname. Besides, articles dates of publicatiere not that necessary then, compare to
what was obtainable in APA style.

This method (Harvard style) of referencing is abtha inclusion of name(s) of author and
the year publication in the text when citing anyhdarly write-up, for example, “Ohioze
(2016)". Where a paper was co-authored by the iddals, for instance Ohioze and Grace,
the citation will be, “Ohioze and Grace (2016)". Wiver, there are times articles have than
two authors, maybe three, four or more, the cimatake the form “Ohiozet al (2016)”". In

the reference section, all the authors who co-aaththe paper shall appear separately in the
List of References.

3.3 Chicago Style (Kate Turabian Style)

Outside the first two styles that is APA and Hadvalready discussed, the third in this
category is the “Chicago Style”. It is also referte as Kate Turabian Style. Kate Turabian is
the name of the person that came up the idea sfréfierencing method. She came up with
this form of citation to do away with the cumbergmature inherent in footnotes. Kate
therefore, suggested end of chapter referencing thi following modifications: i) That,
every supporting statement and data should be nadls=quentially, ii) That, at the end of
the chapter, all the numbered statements sequgnitiathe text, should be noted and the
corresponding sources written.

'Ohioze, W. F. (2016). Population Growth, Confliatsl Food Production: Is Nigeria
Food Secure? Journal of Review,0D, 1110
Ohioze, W. F., Grace, A. O. and Ohioze, G. A. (20B®pulation Growth, Conflicts
and Food Production: Is Nigeria Food Secure? Okprgss.

4.0 CONCLUSION
After this unit, you have learnt the different tgflest of references and the ideas
behind them and their presentations.

50 SUMMARY
In this unit, you have learnt about the threetiipigs of referencing. Also you have learnt
what makes the referencing types unique on their.ow

6.0 TUTOR-MARKED ASSIGNMENT
1. List three types of reference.
2. Explain how Chicago style of referencing is eliint from that of APA style.
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