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INTRODUCTION

This course ODL 732: RESEARCH METHODS IN OPEN AND
DISTANCE EDUCATION is a one semester course. is b two-credit
unit course designed for 700 level Postgraduatdoip in Distance
education programme. In other words, it is memmt PGDDE
programme of the National Open University of
Nigeria  (NOUN). There are no compulsory prereigss for this
course, although before  this time it is expedtet you have gone
through some courses like  foundations ofeducation which
will  introduce you to the enpheral details.

This course guide tells yoweby whatthe course s
all  about, the course materials you wdked and how you can
work your way through these  materials. Italso gives you
hints on your tutor marked assignis (TMA); the details
will be given to you at your study centre.  Therare online tutorial

sessions that are linked to the course. Yeuwdvised to participate
in these online tutorial classes. The time ané Will be made

available at the centre.

WHAT YOU WILL LEARN FROM THIS COURSE

The overall aim of this course ODL 732: RESEARCH TMODS IN
OPEN AND DISTANCE EDUCATION is to introduce you tbe basic
fundamental elements of basic research in OblLasto appreciate
and place value for educational research. inguhis course, you
will learn about very interesting concepts sushiesearch, educational
research, variables, scientific enquiry, theoryalepment, hypotheses,
research types, research methods, educationalrebseharacteristics,
research paradigms, research areas, research gigpesearch designs,
research populations and samples, validity, rditgpstatistics, etc.

These concepts and many morenill make you
have sufficient  knowledge to ayate the need
for  educational research and ODL researchkeghw should provide
you with the necessary basis for further study.

COURSE AIMS

The aim of this course is to introduce you to thsib fundamentals of
research in Open and Distance Education.  Thilsbeiachieved by
aiming to Introduce you to research methodgurcation, basic types
of educational research, research paradigms irardist education,
preparation of research proposal, research desgdsinstruments, :
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research population and sampling techniques, walahd reliability of
research instruments, statistics in educationadares, research reports
writing

COURSE OBJECTIVES

There are overall objectives set out in order toieae the aims set out
for  this  course. In additio each unit of this
course has some performance objective§hese are included
at the beginning of every unit. You may wislrefer to them as you
study the unit in orderto help  you  check your progress.
You should also look at the unit  objectives at
the end after completing the unit. This will
help you ensure that you have done what yeuexjuired to do by
the unit. The wider objectives of this coyradich if met, should
have helped you to achieve the aims of the eoassa whole are set
out below.

On successful completion of this course, you shbaldble to:

define research and educational research ;

discuss various concepts of educational research;

describe various types of variables as applieésearch ;
briefly explain the origin and goals of educatiomesearch in
Nigeria

give examples of variables in research;

assess the sources of knowledge;

describe the purposes of research

explain the levels of theorising;

explain the types and characteristics of educalti@msarch;
discuss the problems of having scientific approacha
educational research

explain the scope of educational research;

describe the concept of ‘paradigm’,

distinguish between the three paradigms of research
explain the approaches to distance educationahreseand

list the different areas of the research in distaeducation
describe the approaches in ODL research

prepare research proposal;

identify and classify research designs into quaté and
gualitative researches

differentiate between instrument and instrumentatio
develop an instrument for data collection in ediocet research
identify a population and select samples for thielyst
determine the reliability and validity of a resdangstrument
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o identify and use appropriate statistics for différdata analysis
o formulate and test good hypotheses
o conduct a study and write the research report.

WORKING THROUGH THE COURSE

To complete this course, you are expected to readstudy units, and
other relevant books and materi provided by the
National = Open University of Nigeria.

Each unit contains self assessment exercises argttatn points in the
course, you are required to submit assignmentagsessment purpose.
At the end of the course, there is a final exanmmat  This course is
expected to last for a period of one semester.Below, you will find
listed, all the components of the course, what lyave to do, and how
you should allocate your time to each unit in
order that you may complete tharse successfully and on
time.

ASSIGNMENT FILE

There are assignments in this course, coveringhallunits  studied.
You are expected to complete these assignmentonown to help
you study and understand. Further informatiomssignments will be
found in this Course Guide in the section on assess

THE COURSE MATERIALS

National Open University of ][] will provide
you with the Course Guide. Also at the ehdach unit are lists of
books-References and for Further Reading. Wlulemay not procure
or read all of them; they are essential supplementshe course
materials. Remember also that you must submit aissteehe TMAS as
and at when due.

Vi
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STUDY UNITS

The course consists of units. These are made ugheofconcept of
research methods in  education, types of edudti@search, research
paradigms in ODL, research proposals, research gmesiand
instruments, population and sampling techniquesesearch, validity
and reliability of research instruments, statidtroathods in educational
research, formulating and testing hypotheses antinwrresearch
reports This material has been developed tossudents in  Nigeria
and outside Nigeria.

ASSESSMENTS

There are three aspects of the assessments.rst afé self-assessment
exercises, second is the tutor — marked assignna@igtshe third is the
final examination. You are advised to be sinceratiending to the
exercises. You are  expected to plyap knowledge,
information and skills that you have acquired during
the course. The assignment must be done usegdmputer for
formal assessments in accordance with the deadtated in  your
schedule of academic calender.

TUTOR-MARKED ASSIGNMNT

There are Tutor-Marked Assignments in this couesg] you are
advised to attempt all. Aside from your course malegrovided, you
are advised to read and research widely usingratiferences which
will give you a broader viewpoint and may pravicd deeper
understanding of the subject.

Ensure all completed assignments are submittectloedsile before set
deadlines. If for any reasons, you cannot cotapfeur work on time,
contact your tutor before the assignment is dugigouss the possibility
of an extension.  Except in exceptional circtamees, extensions may
not be granted after the due date.

FINAL EXAMINATION

The final examination for this course will be ofdgh hours duration and
have a value of 70% of the total course gradell arkas of the course
will be assessed and the examination will consistjuestions which
reflect the type of self-testing, practice exercise and
tutor marked assignments you have previoesgountered. Utilise
the time between the conclusion of the last studly and sitting the
examination to revise the entire course. You riag it useful to

vii
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review your self assessment exercises, tutor maadsstgnments and
comments on them before the examination.

COURSE MARKING SCHEME

The TMA you submit will count for 30% of your totaburse mark. At
the end of the course however, you will b e reglit@ sit for a final
examination, which will also count for 70% of ydotal marks.

HOW TO GET THE MOST FROM THIS COURSE

In distance learning, the study male are specially
developed and designed to replace the lecturerHence, you can
work through these materials at  yourmace, and at a
time and place that suitsyou  best. Visualise it as
reading the lecture instead of listening to a lestu

Each of the study unit follows a common formaitThe first item is an
introduction to the subject matter of the unit dwaav a particular unit is
integrated with the other units and the coursewba@e. Nextis a set
of learning objectives. These objectives let knaw what you should
be able to do by the timeyou have completed
the  unit. Use these objecticeguide your study.

On finishing a unit, go back and check whether flaue achieved the

objectives. If made a habit, this will furthemhance your chances of
completing the course successfully. The followis@ipractical strategy

for working through the course:

> Read this course guide thoroughly.

> Organise a study  schedule, whichyou must
adhere to religiously. The major reasomasids fail is that
they get behind in their course work. If yonceunter
difficulties with  your schedule, please let youtor know
promptly.

> Turn to each unit and read the introduction and dbgectives
for the unit.

> Work through the unit. The content of the unieitshas been
arranged to provide a sequence for you to follow.

Also, take note of the following:

Review the objectives of each study unit to confitmt you have
achieved them. If you feelunsure about any of
the objectives, review the  studymaterial or  consult

viii
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with your tutor. When you areconfident that you
have achieved a unit's  objectiwery can then start on the
next unit.  Proceed unit by unit through theirse and try to pace
your study so that you keep yourself on schedule.

After submitting an assignment to your tutor foadjng, do not wait
for its return before starting on the next unit. Keep to  your
schedule. When the assignmenis  returned, pay
particular attention to your tutor’'s comments.

After completing the last unit, review the coursel repare yourself
for final examination. Check that you have achee the units
objectives (listed at the beginning of each unmda the course
objectives listed in this course guide.

FACILLITATOR/TUTOR AND TUTORIALS

There will be specific time made available for
ONLINE tutorial sessions, in  support  ofthis course.
You will be notified of the @, link and time of these
tutorials, together with the name and phone nurolber your tutor, as
soon as you are allocated a tutorial group.

Do not hesitate to contact your tutor by
telephone, e-mail or your disemisggroup (board) if you
need help.

The following might be circumstances in which yooul find help
necessary. Contact your tutor if:

-you do not understand any part of the study unithe assigned
readings.

-you have difficulty with the self -assessment eisss.

-you have a question or problem with assignment, with
your tutor's comments on an assignment or withgheding  of an
assignment. You should try your best to parti@pat the online
tutorials.  This is the only chance to haveefamface contact with
your tutor and to ask questions which  are ansgv@rstantly. You
can raise any problem encountered in the  course of your
study. To gain the maximum benefit from
course tutorials, prepare a question list befdtending them.  You
will learn a lot from participating in discusa®actively.
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SUMMARY

This course is designed to give to you some rekeskils that would
help you improve your research techniques and tomsluct research
project in partial fulfilment for the requiremetd have this diploma in
distance education. We, therefore, sincerely wish the best and that
you enjoy the course.
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MODULE 1 INTRODUCTION TO RESEARCH

UNIT 1 RESEARCH METHODS IN EDUCATION

CONTENTS

1.0 Introduction

2.0  Objectives

3.0 Main Content
3.1 Meaning of Research
3.2  Concept of Educational Research
3.3  Types of Variables

4.0 Conclusion

5.0 Summary

6.0  Tutor-Marked Assignment

7.0 References/Further Reading

1.0 INTRODUCTION

Research is a vital tool in the educational entsepr It is a systematic
study of a problem with a view to advancing thenfrers of human
knowledge. The purpose of research is to idengfplain, discover,
control, and predict human behavior on certaindassand problems.
There will be no need for research, if there arepnoblems. The
purpose of research, therefore, is to provide swlatto problems. In
this unit you will learn about research and edwceti research.

2.0 OBJECTIVES

By the end of this unit, you will be able to:

o define educational research

o briefly explain the origin and goals of educatiomesearch in
Nigeria

o discuss various concepts of educational research

o describe various types of variables as applieésearch.
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3.0 MAIN CONTENT

3.1 Meaning of Research

Research may be defined as the systematic andtiobjeamalysis and
reporting of controlled observations with a view #&orive at the
development of generalisations, principles, theooe explanation of
phenomena. Generally, research aims at discovedogecting, and
interpretation of new facts. It is also concernedh modifying,
revising, or verifying accepted theories or conidos based on new
information. You can also conceive research asombmation of
experience and reasoning. On the other hand, raksé® commonly
defined as the systematic, objective, and accwesdech for the solution
to a well-defined problem. To uphold these commegither in data
collection, analysis or in data reporting, statstbecomes a veritable
tool. You should therefore, bear in mind as edooat researchers that
in expressing or disseminating research informatiba language you
employ should be clear, definitive, and concise. hew you make
inferences under uncertainty, the degree of cdytanspecifiable. This
is one of the objectives in research in education.

In recent time, you cannot easily lay your handsamy reputable
journal, either in counseling, psychology, techgglo evaluation,
administration, tests and measurements, or anyr afiezipline in
education, without being confronted with the use sthtistics.
Therefore, any person or group striving to engageesearch of any
serious nature should be acquainted with some &sisenf statistics.
To mention a few, such statistical essentials ohelsome elements of
sampling techniques, sampling distributions, desee statistics, and
some methods of analysing differences in evaluatspread, and
proportion. The use of statistical tables may lezitable. The
methodology of research in the behavioural scientiéses statistics of
various types which we shall discuss later in thaxlule.

In Nigeria, research activities in education aredominant in the
universities, colleges of education, and a few omfe organisations.
Such organisations include the West African Exatioma Council
(WAEC), National Examinations Council (NECO), anlde tNigeria
Education Research Development Council (NERDC).e NERDC is
involved in the formulation of policies in Nigeria collaboration with
such other bodies as the Federal Ministry of Edacand other related
supranational educational research bodies. It e&tablished as a
distinct educational research institution with @&n council in 1970,
and as an autonomous government institution witaceffrom 1971.
Apart from conducting researches, it organisegponsors both national

2
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and international conferences and workshops. stt publishes research
reports and provides consultancy services.

The arm of WAEC that is relevant to educationakegsh is the Test
Development and Research Organisation (TEDRO). cdhducts
research and feasibility studies into various #@otis of the Council,
including the study and evaluation of examinaticepgrs, standard
fixing, testing procedures, and related problems daducational
measurement.  Some other ‘organisation’ who relyaviig on
educational research are the United Nations EdugtiScientific and
Cultural Organisation (UNESCO) through the NetwofkEducational
Innovation for Development in Africa (NEIDA), ande African Bureau
of Educational Sciences (BASE). The BASE is a p#&imcan
organization established in 1973 following the lsixtongress of the
International Association for the Advancement otiEational Research.
It was set up to assist members states to inteasifly harmonise their
research activities in the fields of education. Yieul also note the
efforts of the federal government to promote redeathrough the
Tertiary Education Trust Fund (TETFund). The NationOpen
University of Nigeria has also queued into thisodffby making
available some amount of money for research pugogeu can take
advantage of these provisions to get on with yesearch after finishing
this course.

SELF-ASSESSMENT EXERCISE

I.  Trace the historical development of educationadaesh in Nigeria.
ii.  Give three reasons why research is relevant inagituc

3.2 Concepts of Educational Research

The term “concept” has similar meaning to “Condffu@ concept is an
abstraction from observed events; it is usuallyoadithat represents the
similarities or common aspects of subjects or exv&imht are otherwise
different from one another, examples are chair,aaq, tree, sheep, gas,
solid, liquid, etc. These words describe commareess of things that
are otherwise diverse. The purpose of a concept ssmplify thinking
by including a number of events under one geneealding. Some
concepts of events are close to the events theggept. For instance,
the concept ofree may be easily illustrated by pointing to specifiees
around us. Also the meaning of the conah) is grasped because we
can point to dogs around us. The concept is atraabeon of the
characteristics of dogs that are more or less yieav“light”. “Mass”,
“energy”, and “force” are concepts used by physscagntists. They are
of course more abstract than concepts such as Hhweitheight”, and
“length”. A concept is of more interest to readess this unit.

3
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“Achievement” is an abstraction formed from the evation of certain
behaviours in children. These behaviours are &ssoc with the
mastery of “learning” of school task like readinigildy, formation of
words, solving mathematical problems, drawing pety and so on.
The various observed behaviours are put togethdreapressed in a
word like “achievement” and “intelligence”. “Agggsiveness”,
“conformity”, and “honesty” are all concepts usecekpress varieties of
human behavior of interest to behavioural sciesntist

A construct is a concept that has the added meanfirftaving been
deliberately and consciously invented or adoptedafgpecial purpose.
“Intelligent” is a concept, an abstraction from tlservation of
presumably intelligent and non-intelligent behavéou But as a
scientific construct, “intelligence” means both mar less than it may
be as a concept. It means that scientists corsgiand systematically
use it in two ways: First, it enters into theoratischemes and is related
in various ways to other constructs. We may say,example, that
school achievement is in part a function of ingghce and motivation.
Secondly, “intelligence” is so defined and spedfithat it can be
observed and measured. We can make observatithes witelligence of
the children by administering-intelligence text to them, or we can ask
teachers to tell us the relative degree of intetigce of their
pupil/students, (Kerlinger, 1973).

I A Concept: is an expression of an abstraction formed from
generalisation of particulars for example, weight.This
expression is from observations of certain behasgiou weights.

. A Construct: is a concept that has been formulated so thainit ¢
be used in science. Itis used in theoreticalmese It is defined
so that it can be observed and measured.

iii. A Variable: is defined as a property that can take on differen
values. It is a symbol to which values are assigne

Constructs and Words can be defined by:

I Other words or concepts; and
. Description of an implicit or explicit action of bavior.

A Constitutive Definition
It is where constructs are defined by other cortdru
A Constitutive Definition

It is where meanings are assigned by specifying dhbgvities or
operations necessary to measure and evaluate isgwct. Operational

4
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definitions can give only limited meaning of constis. They cannot
completely describe a construct or variable. Thame two types of
operational definitions:

I Measured — tells us how the variable or construitte scaled.
. Experimental — lays out the details of how the alale
(construct) is manipulated by the experimenter.

3.3 Variables

Each element/person/thing from which data are ctté is called an
observation (in our research work these are usuyaslyple/subjects).
Observations (participants) possess different tgbeharacteristics. If a
characteristic of an observation (participant) e tsame for every
member of the group, in other words, it does nayvd is called a

constant. If a characteristic of an observationrt{ppant) differs for

group members it is called a variable. In researerdo not get excited
about constants (since everyone is the same orclizafcteristic); we
are more interested in variables.

3.3.1 Meaning of Variables

A variable is any entity that can take on differgatues. It means that
anything that can vary can be considered as ablaridake weight as
an example, it can be considered a variable bedtuae take different
values for different people or for the same perabrifferent times.

Similarly, town can be considered a variable beeaagerson's town
can be assigned a value.

A variable can be regarded as a concept or anagbstiea which can be
described in measurable terms. In research, thi® tecludes the
measurable characteristics, qualities, traits, toibates of a particular
individual, object, event, situation or phenomebemg studied.
Variables are properties or characteristics of soavent, object,
situation, phenomenon or person that can take tiareint values or
amounts. Variables are things that we measurdraipor manipulate
in research. They differ in many respects, mosaligtin the role they
play in our research and in the type of measurasdan be applied to
them.

A concept which can take on different quantitatkadues is called a
variable. As such the concepts like time, agea,atength, speed,
weight, height, income are all examples of varigble Qualitative
phenomena (or the attributes) are also quantifiedhe basis of the
presence or absence of the concerning attribute§{@) instance,

5
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volume is acontinuous variable, but gender is an example sérdie
variable. Now let us look at the types of variables

3.3.2 Types of Variables

There are different classifications of variablebe3e are based on the
roles that they play in a research study. The dessribed below are
not exhaustive but they are the most useful for roamcation in
educational research.

3.3.2.1 Independent Variables

Independent variables are variables which are nuéatgd or controlled
or changed. Let us look at this example- “a studlythe effect of
motivation on teachers’ job performance”, the dffet motivation, is
used by the researcher to try to determine whetteee is a cause-and-
effect relationship between motivation of the teaclkand his job
performance. Therefore, motivation is varied to wéether it produces
different job performance from the teachers. Wetha a manipulated
independent variable (treatment variable). Theetgmd quantity of
motivation is manipulated by the researcher. Hsearcher may decide
to analyse the performance based on gender sdpatatsee if the
results are the same for both male and female ¢eschin this case
gender is a classifying or attributes independantble. The researcher
cannot manipulate gender, but can classify thehtacaccording to
gender.

3.3.2.2 Dependent Variables

Dependent variables are the outcome variables antha variables for
which we calculate statistics. The variable whiblarmges on account of
the manipulation of the independent variable isvkmaas dependent
variable. Let us go back to the example abowstudy of the effect of
motivation of teachers on their job performance; dependent variable
is job performance. In this case we may decidedmpare the job
performances of the teachers when they are highlgtivated,
moderately motivated, lowly motivated and no mdiwa at all.

The concepts dependent and independent variablely apostly to
experimental research where some variables arepuiated, and in this
sense they are "independent” from the initial ieacpatterns, features,
intentions, etc. of the subjects. Some other viegbre expected to be
"dependent” on the manipulation or experimental ddwns, they
depend on "what the subject will do" in responsa. te other hand,
these terms can also be used in studies where weaotditerally
manipulate independent variables, but only assigibjests to

6
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"experimental groups" based on some pre-existirmpgaties of the
subjects. . Independent variables are those tlatmanipulated while
dependent variables are only measured or registered

Consider other examples of independent and depérdeables:
Example 1. A comparative study of the leadershypestof secondary
school teachers by gender.

Independent variable: Gender of the teacher — rfexieale.
Dependent variable: Score on leadership stylesiove.

3.3.2.3 Extraneous Variable

These are Independent variables that are not defatthe purpose of the
study, but may affect the dependent variable. Isetise this example.
You want to test the hypothesis that there is gaicant relationship
between students’ gains in Mathematics achieveraent their time
management. You can see that time managememt isdapendent
variable and mathematics achievement is a dependgiable. Other
variables like Intelligence, peer interaction, tears’ attitude etc., may
as well affect the mathematics achievement, butesithey are not
related to the purpose of the study, they are @¢&idraneous variables.

Whatever effect is noticed on dependent variable aasesult of

extraneous variable(s) is technically describedaas ‘experimental

error’. A study must always be so designed that dffect upon the
dependent variable is attributed entirely to thdependent variable(s),
and not to some extraneous variable or variablgs; Effectiveness of
different methods of teaching basic science in jtheor secondary

schools In this case, variables such as teacher’'s competd eacher’s
enthusiasm, teachers experience instructional makerlge, socio
economic status also contribute substantially ® téaching learning
process. They cannot be controlled by the researdiime conclusions
lack incredibility because of extraneous variables.

3.3.2.4 Intervening Variables

These are the variables which intervene betweesecand effect. They
are difficult to observe, but can be deduced frominhdividuals feelings
such as boredom, fatigue excitement etc. Mosheftimes times some
of these variables cannot be controlled or measured have an
important effect on the findings of the study bessauhey intervene
between cause and effect. Though difficult, theyehto be controlled
using appropriate design. For instance, the topic'Effect of

reinforcement on learning outcomes’Apart from reinforcement there
are other factors that can intervene. Some of thvasiables include

7
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anxiety, fatigue, and motivation. They are thesiméning variables.
They are difficult to define in operational, obsale terms but they
must not be ignored and must be controlled by e af appropriate
research design.

3.3.25 Moderator

A moderator variable is an independent variablé aot of primary
interest to the researcher. It has levels, and wiwnbined with the
levels of the independent variable of interest poes different effects.

SELF-ASSESSMENT EXERCISE

1. Identify and discuss different types of variables.
2. Distinguish between concept and construct.

4.0 CONCLUSION

You have seen the difference between research ahatagonal
research. You have also noticed that the federaémonent is putting
research as priority by making available moneytiiat purpose. This is
why you need to take this course serious in othéetable to solve your
problems through research findings.

5.0 SUMMARY

This unit defined research as a vital tool to aohithe systematic and
objective analysis and reporting of controlled obagons with a view

to arriving at development of generalisations, @ptes, theories, or the
explanation of phenomena. It also explained thgimrof research in

Nigeria. Different concepts of educational reskaand types of

variables applied to educational research wereditsmssed. Common
variables in research are independent, dependeinte aattribute, and

continuous variables.

In the next Unit, we shall briefly look into poskbsources of
knowledge for the practitioners of education toivarat more
dependable and tested answers. That is preciskit educational
research purports to do. In this Unit, we discdgbe fundamentals of
educational research, namely, its purpose, natwlesaope. While we
shall also refer to the broad field of educatiour, fmcus will be on open
and distance education — a subject of your presarmdern.

6.0 TUTOR-MARKED ASSIGNMENT
1. How can you differentiate between research addcational
research?
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2. describe the variables in research.

3. Trace the history of research in Nigeria.

7.0 REFERENCES/FURTHER READING

Kerlinger. F.W. (1973).Foundations of Behavioural Researcf2nd
ed.). New York: Holt Rinehart and Winston Inc.
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UNIT 2 SOURCES OF KNOWLEDGE AND PURPOSES
OF RESEARCH
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1.0 INTRODUCTION
In the last unit, you studied the concepts of mrede@and educational
research. This is the beginning. In this unit, yoll learn the sources of

knowledge and some of the reasons why you neetlitly sesearch in
education and in ODL.

2.0 OBJECTIVES

By the end of this unit, you will be able to:

o describe the sources of knowledge
o explain the purposes of research
o discuss the levels of theorising.

3.0 MAIN CONTENT
3.1 Sources of Knowledge

Human beings have always sought answers to theistiguns through
various methods: experience, customs and traditdeductive and
inductive reasoning, and scientific approach. Imfation for making
educational decisions has come from many sourceshwimclude
personalexperiencegexpert opinion, tradition, intuition, common sense
and belief about what is right and what is wrorigach of these sources
may be inadequate if we take it as the only basisrfaking decisions.
Although experience is a familiar and well-usedrsewf knowledge, it
would have its limitations as a source of truth.

10
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Customs and traditionbave been a traditional source of knowledge;
this is equally true in education where educatelg on past practices as
a dependable guide. But one has to be carefulnibi@ins of past are
not blindly idealised. It is wise to value custoardd traditions, but be
open to examine their relevance in the presentegbnfor example, the
customary or traditional notion of education isttioh a face to face
interaction; does it imply that open and distanckication is not
feasible?

Both deductive and inductive reasoningave made significant
contribution towards developing a systematic apgno#o establish
truth. In fact, integration of important aspectsboth, deductive and
inductive methods, let to the evolution of the stifec approach, which
Is what we are mostly concerned with in research.

Deductive reasoning is a thinking process in whoole proceeds from
general to specific statements, through logicausrgnts. Inductive

reasoning derives its argument and strength from dbserved

phenomena. As both, deductive and inductive raagohave their

limitations, it was only a matter of time that stdre integrated the most
important aspects of both methods to evolve a stizapproach.

Scientific approachis generally described as a process in which
investigators move inductively from their obserwas to hypothesis and
then deductively from the hypothesis to the logioaplications of the
hypothesis. They deduce the consequences thatdwolibw if a
hypothesised relationship is true. If these deduieplications are
compatible with the organised body of accepted Kedge, they are
then further tested with the help of empirical dat@n the basis of the
evidence, the hypotheses are accepted or rejected.

This approach, or ‘research’ as source of inforamtihas been
increasingly used to prepare strategies and aatigkefinite conclusions.
As research systematically describes or measuadisyren an objective
way, it is a better source of knowledge, than ormis1 experience,
customs and traditions, deductive or inductive oaasy.

3.2 Purpose of Research

It is clearly evident from our discussion in theeyibus pages that a
researcher deals with a wide range of associatiomg, concrete day-to-
day activities and problems to a philosophical lexfesearch for truth.

The purpose of research can be captured in a biecat/taxonomic

fashion.

11
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o The lowest level or the first level in the purpasferesearch is
training.
o The second level is research for problem solving, a

o The third and the highest form is research in $eafctruth or
knowledge generation.

Training in Research

Research in education, as much as in distance &aluce largely of
two types:

o One leading to postgraduate degrees like, M. RH#lo D.
o The other dealing with project research.

Training takes different shapes depending on whethe project is a
post-doctoral activity or pre-doctoral activity Ipgrsons who have not
been trained in research methodology. Many of wdw undertake
programmes like Master of Arts in Distance Educa(i®ADE) or Post
Graduate Diploma in Distance Education (PGDDE), rhaye been
working in schools, colleges, universities or evemside these systems
and have not done a doctoral programme involvieguase on research
methodology. Even those of you who have doctorafjireles in
language, linguistics or science, may not have @rs& on research
methodology. However, executing a research praojca scientific
manner needs training in research methods. Thisseoan research
methodology provides the theoretical background your research
project. This print material is supplemented byeliactive contact
programmes, primarily to strengthen the concepaisplect of research
methodology. This will also facilitate the righhaice of research
designs, tools and techniques. Hence, trainingsearch methodology
is an important purpose of research in distanceatchn, particularly
this programme.

Those who have had the opportunity of undergoingrafessional
course on research methodology followed by somgegirowould
already be well aware of this course and may nedrany formal input
but can still refine their skills.

Problem Solving

The second purpose of research is diagnosing dwithgahe problems
in the system. In this case, the system is distaatication. While we
talk of problem solving, it is necessary to devel@ more
comprehensive view of it. For instance, it mayoatsean a realistic
understanding of a situation on the basis of dath datistics. Let us
take the case of the personal contact programmas universally

12



ODL 732 MODULE 1

practiced method of student support services itadce education. A
project that undertakes to study the differencehi performance of
those who attend the personal contact programmeéstase who do
not, provides a sound empirical basis of assegti@gole of Personal
Contact Programmes.

Similarly, most of the countries, including Nigeriavest considerable
amount of money on educational mass media, tetavisi particular.
The studies that assess the extent of media tibliisand also show the
differential performance of those learners who meelia and those who
do not, provide a revised understanding of the oblmedia in distance
education. Such examples can be multiplied but n@ybe necessary.
In other words, a series of studies will go intagthiosis and develop
better understanding of the practices in a sys#ns may also include
study of socio-economic background of students.

Another set of studies may actually get into expenting with an

innovative solution. For example, a distance edanainstitute can

model its contact programmes into a two-week oedhweek module,
tutorial or lecture modes, group interactive modegmup assignment
mode and so on. At the end of such exercisesn#tgute may assess
the differential performance of the distance lesmnexposed to
differential treatment. This will provide the disce learning institution
an empirical basis for designing the contact prnognas. Similarly,

there are several alternative formats in the medafnelevision, e.g.

lecture, interview, documentation, drama and daeumé. The

programmes can be developed in different formatsthair impact on

distance learners assessed.

There can be experiments in the administrative aeawell. For
example, most distance education institutes seimdepr instructional
material by post, a common practice all over theldvo Some of the
universities in the western world offer it on lise that a distance learner
can either read it from the monitor or download tive at his/her work
station. The National Open University of Nigerialiders printed
instructional material to the study centres by keuc Students are
advised to come and collect the material from tuelys centres. The
analysis of this practice has shown that it caus@smum loss of
material and is also quite cost-effective.

Examples of research for problem solving can betipligd. The
important point is to recognise that research aamtribute to solving
day-to-day problems. All the research projectsigtathce education can
actually take the shape of problem solving. It portant to recognise
that there is no clash of interests between pugaderesearch for
training and problem solving. Both can go handmd. This is

13
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particularly true for project research in MADE whkemost of the
participants are not trained in research methogolmg many of them
are well experienced in distance education andreng familiar with the
problems in the system.

Search for Truth: Scientific Inquiry and Theory Development

Search for truth is the biggest challenge in redeaResearch in search
of truth is often classified as pure research endtherwise controversial
pure-applied research continuum. The search @h,tfrom the angle
of research, is the ability to generalise and tbusate knowledge. Such
generalizations are derived from occurrences ieatgd instances. You
would have come across words like significant & d .01 levels.
These typical research statements basically prothetesuch and such
instances will happen in 95% or 99% of the cased;ta that extent the
phenomenon is generalisable. Generalisations r@awndprimarily on
two basis, namely, repeated observation in varjgessible situations
and application of statistical designs where theabées are statistically
controlled. Generalisations are drawn throughstext significance,
levels of confidence, and such other types of aesly

Project research which is the prime focus of tlmarse is unlikely to

achieve this sophisticated level of search fomtrutiowever, it is quite

possible for you to undertake a study that couldneoclose to

generalisation through application of statistical odels and

methodologies. Such research, however, will beedbagurely on

guantitative techniques. There are qualitativehaods of research as
well. Such methods can also be applied in seafd¢huth. Important

emphasis, however, is on the use of scientific @ggr to research.

The scientific methods can be explained in a safesteps, the exact
formulation of which varies from one author. Theps are as follows:

*
°0

certain phenomenon are observed,

a problem situation which develops therein, is dated clarified,
crude relationships are tentatively identified aiaborated,

a more or less formal hypothesis is derived,

a design is developed to test the hypothesis,

the hypothesis is verified or refuted, and

the results are subjected to further tests andeefents.

*
°0

3

%

3

%

*
°e

o
°e

)
L X4

Finally, the conclusions of research are integrateth the existing
knowledge of the subject. The process involved subsidiary steps
as:

14
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*
o0

review of relevant experience,
manipulation of factors,
measurement of the quantities,
defining of variables, and

analysis and interpretation of data.

3

%

*
o0

*
°e

)
L X4

Facts and Theories

Scientific enquiry starts with fact and then me&vewards theorising.
To be useful, facts must be organised, and thegoyipurpose of the
scientific method is to develop a mechanism of pigjag the facts, as
they accumulate, and become meaningful from stamdt pof their

objectives. Through empirical investigations, st&s gather many
facts. As these facts accumulate, there is a rfeedntegration,

organisation and classification in order to make ibolated findings
meaningful.

Science must remain close to facts. It is onlymiselated facts are put
in a perspective by integrating them into a congaipgcheme promoting
greater understanding that we approach the donfastience. When
isolated facts are integrated into a conceptuatrmehwhich promotes a
better understanding of their nature and signifteant is clear that the
facts have been already put in proper scientifispective. Significant
relationship in the data must be identified andl&red. In other
words, theories must be formulated. Theory magdfened as “a set of
interrelated constructs (concepts), definitions gmopositions that
present a systematic view of a phenomena by spegifyelations
among variables, with the purpose of predicting axglaining the
phenomena” (Kerlinger, 1973).

Theory knits together the results of observati@mgbling scientists to
make general statements about variables and mdhijps among
variables. For example, in Boyle’s Law, a familigeneralisation
summarises the observed effects of change(s) ipdeture on the
volumes of all gases by the statement — “When press held constant,
as the temperature of a gas increases, its volanmereased and as the
temperature of a gas is decreased its volume isedsed.” This
statement of theory not only summarises previodsramation, but
predicts other phenomena by telling us what to eixpgany gas under
any change(s) in temperature.

Just as fact underlies theortheories underlie facts — each raising the
other like a spiral to an increasingly precise siifie formulation. Each
derives their significance from theoretical framekvanto which they
bring facts into focus. This is well stated by Maalen (1973):

15
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............ there is a constant and intricate relationgiepveen facts and
theory. Facts without theory or theory withouttaack significance.
Facts take their significance from the theoriesahhilefine, classify and
predict them. Theories possess significance whew &re built upon,
classified, and tested by facts. Thus, the gratscience is dependent
upon the accumulation of facts and the formulattdmew or broader
theories.

This is particularly true in the early stages oiestfic development,
since in its early stage, research must confineeitsrts to seeking
answers to highly specific and particularised peaid. In the later
stage, it tends to strive towards unity by brealdog/n the very barriers
that had made its earlier progress possible. Sttetheories attempt to
organise the tiny rigorous defined bits of knowledmto a more
meaningful and realistic structure. This is prelsisthe function of
theory.

Hypothesis and Theory

A hypothesis, when accepted, explains a small nurabéacts and the
relationship between them. Generalisation, as ¢ tdenotes, is a
hypothesis based on broader phenomena. Theorlgiexgven more
facts and their inter-relations. Theories thenmselvange from the
simple to the more sophisticated. Finally theeelaws, which have the
greatest scope and generality.

In spite of the strong case that has been madthéorole of theory in
research, it will be appreciated that a theory tmade amended or
abandoned when the discovery of a new facts canlamger
accommodate it. Alternatively, it may be subsurbgda wider, more
embracing theory when it is realised that the sidnavhich is contained
by the theory is one instance of a more genera&.cakeories generated
by the means that we have indicated, do not Ieédternal truth; rather,
they should be looked upon as useful conceptuaidveorks which are
adequate for present purpose or a given situafidrus, every theory is
subject to modification as and when we get newsfaaid evidence that
contradict the generalisations made earlier on.

Purpose of Theory

There are several purposes to be served by a thedneg development
of science. We shall briefly consider three ofnthieere. First, theory
summarises and puts in order the existing knowledgsrticular area.
It permits deeper understanding of data and treaskmpirical findings
into a more easily retainable and adaptable formhe theory of

16
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oxidation for instance, places into focus manyha themical reactions
common to everyday life.

Secondly, theory provides a provisional explanatmmobserved events
and relationships. It identifies the variablestthee related and the
nature of their relationship. A theory of learnirfigr example, could

explain the relationship between the speed andieficy of learning

and such other variables as motivation, rewardpaiadtice.

Lastly, theory permits the prediction of the ocemce of phenomena
and enables the investigator to postulate and,tealyy to discover

hitherto unknown phenomena. At the time when tReriodic Table”

was being completed, for instance, certain gapse weted in the

sequence of the elements. Since theory provideg ttiere should have
been no gaps, scientists were spurred on to lookhf® other missing
elements. In time, these were found, anticipatgdhieory. Theory,

therefore, stimulates the development of new kndgdeby providing

the lead for further inquiry.

It is important to stress that good theories aré¢ born out of
imagination; they do not originate merely throughahair reflection.
A theory is built upon collected facts. The invgator then searches,
makes intelligent guesses as to how the facts raered, adds missing
ideas or links, and puts forward a hypothesis; degdwvhat consequence
should follow from the hypothesis and looks fortier facts which are
consistent or otherwise with the deductions; builds wider
generalisation or conceptual framework on moresfaahd eventually
outlines a theory. Therefore are solidly basecewidence. And they
are important practical tools which enable us teaade our knowledge
still further. Once a theoretical framework hasmelaborated we know
what facts to look for to confirm or to deny thedhny; also, we have a
conceptual framework inside with which our evidenaa be tested.

Theories always involve terms that refer to mattédrat cannot be
directly observed. For example, gravity itself wanh be directly

observed, though the effects of gravity can beavidy and gravitation

are both theoretical terms. The terms of a theorytheoretical

statements are sometimes referred to as constriibiss, many theories
of learning refer to a motivational factor in belway Now motivation is

not directly observable. It is a theoretical teonwe may refer to it as a
construct. The term implies that it is a consinrctof the scientist’s

imagination.

17
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3.3 Levels of Theorising

A product of all research in behavioural sciensea set of conclusions
that involves theoretical terms. These conclusionay be at a
sophisticated level of theorising or at a leveltlgorising that is quite
low. Most psychologists would agree that it isevie keep theorising
down to the level that involves a minimal use ddtadict terms. We may
think of six levels of theorising, which we brieftiiscuss below.

Level 1. Hypothesis formation: This is the level of hypothesis
formation. Any hypothesis which is to be used dssis for research
goes beyond the facts on which it is based. Thpgse is to establish
the existing state of affairs. Nearly all surveye conducted for this
purpose. Thus, students of education may condsaraey of what the
pupils think of a particular aspect of the currioul how much time is
spent by pupils in watching television, etc. Dirstudy of aspects is
probably the simplest to undertake though this dussmean that it is
easy to plan and execute.

Level 2. Elementism: Examples of theories at this level are primitive
forms of classification in terms of some significaet of ideas or idea.
In the case of education and distance educatiassification of abilities
derived from factor analysis, or the classificatminteaching acts that
may be the result of extensive classroom obsemvatvould come under
the level of elementism.

Level 3. Descriptive theories and taxonomies. Formulation of
descriptive theories and taxonomies occurs at & mamplex level than
mere classification. An example of theorising histlevel is the
taxonomy of human learning provided by Gagne. @aglassified
learning into eight different categories, whichyw&om the most simple
to the most complex. Bloom’s taxonomy of cognitlkehaviours can
also be placed under this level.

Leveld. Classification: For development of any kind of useful
classification system, there is a need for a sethebretical ideas to

underlie the classification. The classification afimals acquired

significance only after it was realised that, tipeaes could be fitted

into a system in which the evolutionary relatiopshbetween animals
became the basis for classification.

Although the concept of evolution became a basis dgstematic
classification of living creatures the theory obkition itself represents
theory construction at a higher level. In thisetygf theorising, abstract
ideas are introduced to explain relationships betweobserved
phenomena. The classical conditioning theory ofld®afalls into this
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class of theorising. The dog learns to salivatéhatsound of the bell
because the sound of the bell and the presenceodf dre conditions
that become linked in some unseen way in the bo&ithe animal.

Theories at this level may still be quite primitifer example, it is quite
difficult to carry out theorising at higher levefsbehavioural and social
sciences.

Levels 5 and 6. Postulates and theories: the higher levels. These are
levels of theorising observed in physical sciencAsthe highest level,
a theory consists of a set of basic statementsdccile axioms of theory,
which tell us what the theory is all about. Suglomatic statements or
postulates as they are called, include primitivense These are terms
that are intuitively understood and cannot be otis& completely
defined.

One distinction that can be made between LevelBLawel 6 is that the
former is reserved for incomplete theories. And lditer, i.e. Level 6
theories represent the ultimate in scientific folations. They represent
the closest approximations to what one might cak taccurate
description of universal laws.

4.0 CONCLUSION

In this unit, you have seen that knowledge can dawarced through

various ways. You also read through the purposeesdarch and the
levels of theorising. These are some of the fadtehvyou will need in

your research activities.

5.0 SUMMARY

You have learnt the sources of knowledge whichuitkel custom and
tradition, deductive and inductive reasoning, diiien approaches,
technology, among others. You also saw the diffeqgmrposes of
research. You also learnt that one of the prodoictesearch is to make
conclusions which involve theorising. You read tigh the levels of
theorising. In the next unit you will be learnifgettypes of educational
research.

6.0 TUTOR-MARKED ASSIGNMENT

1. Explain the main sources of knowledge.
2. Describe the purposes of research.
3. Explain the different levels of theorising.
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1.0 INTRODUCTION
This unit builds on the general background to rnedediscussed in the
previous units and examines different types of atianal research and

their characteristics. By implication, you aredietermine when to use
each of the different types of research discussed.

2.0 OBJECTIVES

By the end of this unit, you will be able to:

o explain the various types of educational research
o highlight the traits of each type of educationale@ch
o discuss various characteristics of educationakrese

3.0 MAIN CONTENT
3.1 Types of Educational Research
There are three basic types of research. They are:

I Historical
. Survey
iii. Experimental

Historical Type

This type of research is based on oral evidenceu( 1978) records
such as diaries, past history, autobiography, logboetc. Books,
journals, magazines, etc are also useful documenhi® purpose of an
historical research is to obtain a better undedstenof the present,
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through the evaluation of the past and intelligenediction of the future.
An historical research aids in avoiding past erransl predicting the
future and also refreshes ones memory on what asvkrand unfolds
what is not known. There are two main sourcesotiecting historical

data. They are primary and secondary sourcesmalyisources are
relics and other things that have direct physiadhtionships, e.g.
observation and participation. A secondary soudmals with

bibliographies, references, materials, and docusnemicorded by
someone else. These are less reliable than theyrisources. In this
type of research approach, statistical hypothesisaaely used.

Survey type

Survey type of research can also be called a qiseriresearch; this
type of research is based on information gatherédough
guestionnaires, interviews (oral, written, struetlrunstructured, etc),
inventories, rating scales, self-report, and oleteyas. Descriptive
research is used to find the meaning and obtawnaerstanding of the
present conditions. The results obtained throingh grocedure can be
statistically analysed.

Experimental (Empirical) type

This type of research involves conducting experimeior research

process. The researcher will find out the effeftsnanipulating some
variables by providing various treatments and la@mpared with an

untreated group called control group. The resulitsined through this
procedure are usually statistically analysed. [Erpental research is a
precise research technique designed to solve speeducational

problems. It is perhaps the most reliable type redearch that
determines situations. In conducting experimergaéarch, three types
of variables are usually taken into consideratidrhey are dependent,
independent, and intervening variables.

3.1.2 Basic Methods of Research

I Descriptive Method

Describes systematically a situation or an aremtefest factually and
accurately, e.g. population census studies, puginion surveys, fact-
finding surveys, task analysis studies, questioenand interview
studies, observation studies, job descriptions, etc
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il Case and Field Method

Studying intensively the current background status] environmental
interaction of a given social unit; an individualogp, institution, or
community, for example, the case study of a chiltbse 1Q is above
average, but who is having severe learning didegdsli

1 The Experimental Method

This method Investigates possible cause-and-effeletionships by
exposing one or more experimental groups to onemore control
groups not receiving the treatment.

Iv. Quasi-Experimental Method

This approximates the conditions of the true expent in a setting
which does not allow the control and/or manipulataf all relevant
variables. The researcher must clearly understamat compromises
exist in the internal and external validity of itlesign and proceed
within these limitations. Most so-called field expnents, operational
research and even the more sophisticated formsctbnaresearch
attempt to get at the causal factors in real tirsg of the effectiveness
of any method or treatment condition where randssigmnment of
subjects to methods or conditions is not possible.

V. Survey Research Method

In a survey research method, you study large aradl ropulations (or
universes) by selecting and studying samples chosem the

populations to discover the relative incidence, triigtion, and

interrelation of sociological and psychological imbtes. Surveys
covered by this definition are often called samgleveys. Probably
because survey research developed as separatecheaetvity, along

with the development and improvement of sampliracedures, Survey
research is considered to be a branch of sociahsfic research, which
immediately distinguishes survey research fromsth&us survey.

Vi. Casual-Comparative (Ex-Post Factor) Method

Investigating the extent and possible cause-aretefelationships by
observing some existing consequence and searclaicky through the
data for plausible causal factors, for example, g@y want to identify
factors related to the “drop-out” problem in a marar school, using
data from records over the period of say twentyrgjear to identify
possible causes of students poor performance irerredfpublic
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examinations, (e.g. WAEC, NECO, SSCE, etc.) in ganer in any
particular subject of interest.

vii.  Applied Research

Applied research deals essentially with conductmegearch in an
attempt to provide solutions. Under applied redeawe have Action
Research, Investigative Research, and Evaluatisedeh.

Viil. Action Research

Action research is different from other types adaarch because of its
usefulness. This type of research is used by rdass teachers, office
administrators, and policy makers. The researtdmgts to develop
new skills, new methods, and approaches and wieslive problems
with direct application to the classroom situatiPhgdewumi, 1988).

SELF-ASSESSMENT EXERCISE

List and describe the different types of educatioasearch.

Students are not performing well in English and iéatatics because
teachers are using outdated techniques and studemtsot actively
involved. Which research type can you use to im@mchievement?

a. In the long-term?
b. In the short-term?
3.2 Characteristics of Educational Research

As a science, educational research possesses thewirg
characteristics:

I It is Empirical

It involves the collection of data that can be utedraw conclusions.
Conclusions are not based on what the author feelthink but on
concrete evidence derived from the data collecyeddbeful observation
of the events being investigated.

. It is Theoretical

Education research, as a scientific research,afse at the building of

a relevant theory that can explain certain phen@n@@nong variables in
educational situations.
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ii. It is Cumulative

Each scientific investigation tries to build upomisting facts and
theories and helps in refining and extending thsteg principles.

V. It is Non-Ethical

It does not consider issues. That is, scientifiestigations do not seek
answers to questions such as whether an actioghis or wrong. They
attempt to find the logical explanation for anyiactand avoid value
judgment.

It is Verifiable

A scientific investigation leads to verifiable rédsu The process
adopted in any scientific investigation is such ihaan be replicated by
other researchers who invariably can get the samsalts, (Koleoso,
1999), all other things being equal.

SELF-ASSESSMENT EXERCISE
Highlight and discuss various characteristics afoational research.

a. In what ways would the primary education congmt of the
National Policy on Education (1998) have been eddht if an
appropriate research had been conducted?

b. Which type of research would have been caoig@

4.0 CONCLUSION

You have seen the different types of research ucaibn. They are
applied in different situations. Every type of rass#h needs different
type of approach and methods. It is your duty tphagour knowledge
in choosing a research type to suit your reseasoditon.

5.0 SUMMARY

In this unit, you have learnt types of educatioredearch to include
historical, survey, and experimental types. Youehalso been exposed
to basic methods of research. These include: ig¢iser, case and field,
experimental, quasi-experimental, survey resear@ic. The
characteristics of educational research are thaeitnpirical, theoretical,
cumulative, non-ethical, and verifiable.
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6.0 TUTOR-MARKED ASSIGNMENT

Discribe three characteristics each of historicaurvey, and
experimental research.

7.0 REFERENCES/FURTHER READING

Adewumi, J.B. (1988). Introduction to Educational Research
Techniquesllorin: Gbenle Press Ltd.

Koleoso, a. (1999). Research Methods and Statistidbadan: Ben
Quality Prints.

Mouly, G.J. (1978). Educational ResearchThe Art and Science of
InvestigationBoston: Allyn and Bacon, Inc.
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1.0 INTRODUCTION
In the last unit, you learnt the different typesl @pproaches of research.
You have also learnt that research is scientifinature. But this is not

as perfect as in the natural sciences. There ane dimitations to this.
In this unit you will learn about this. Let us dodugh them.

2.0 OBJECTIVES

By the end of this unit, you will be able to:

) explain scientific approach in educational research

) describe the limitations of educational researchsoeentific
approaches

) explain the scope of educational research.

3.0 MAIN CONTENT
3.1 Scientific Approach in Educational Research

Unlike physical and biological sciences, educa@on social sciences
deal with living humans. Hence, the subject of cadional research
poses much greater complexity than that in nago&nces. The usual
criticism is that educational and other social scee research largely
emanates from ill-conceived notion of research asdapplication in

complex human setting. The educational reseancbeds the wisdom
to choose research designs and methodologiesrthagsponsive to the
problem; this is, in contra-distinction to the obsige use of complex
guantitative methods. The issue is that of a chrefilance between
guantitative and qualitative techniques of reseatepending on the
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nature of the problem, the nature of data and éwversample drawn for
the study.

Although problems of discovery principles of humbehavior are
difficult, they are not impossible. Social scistdiwill need to carry out
observations as carefully as are done in physiahses. Subjective,
gualitative judgments need to be supplemented byemexact,

guantitative measurements which are not easy teweeln the case of
human beings. This lack of ‘quantifying’ and ‘gealesing’ of data,

guite often becomes a drawback in educational relseas well.

Whereas exact sciences tend to become increagjoglytitative in their
units, measures and the terminologies, in socignses most of the
matter is qualitative and does not approve of (taive statements.
We may talk of growing indiscipline, but unless wan measure it, we
cannot generalise the concept.

Research in education adopts both quantitative auolitative

techniques. Social sciences have not been ableediablish

generalisations equivalent to theories of the m@dhtgciences or, to
predict events accurately. Perhaps, social sceewdenever realise the
objective of science as completely as natural seiemo. In fact, there
are several limitations involved in the application the scientific

approach in education and the other disciplinesoafal sciences. Let
us try to see what they are:

0] Complexity of subject matter:

A major obstacle is the inherent complexity of thgbject matter.
Natural scientists deal with physical and biologiphenomena. A
limited number of variables that can be measuredipely are involved
in the explanation of many of these phenomena, il possible to
establish universal laws. For example, Boyles’ tawthe influence of
pressure on the volume of gases, which deals welatively
uncomplicated variables, formulates the relatigmshbetween
phenomena that are apparently unvarying througtheutiniverse.

On the other hand, social scientists deal withhilmman subjects. They
are concerned with the subject’'s behavior and dg@veént both, as an
individual and as a member of a group. There arenany variables
acting independently and in interaction, that mhestconsidered in any
attempt to understand complex human behaviour. h Badividual is
unique in the way he or she develops, in the magaipment, in social
and emotional behaviour and in application of therall personality.
The behaviour of humans in groups and the influesfciine behaviour
of group members on an individual must also betdedah by social
scientists. A group of first-graders in one sitiwill not behave like
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first-graders in another situation. There are rlees, teachers, and
environments, each with variables that contribuetie behavioural
phenomena observed in a setting. Thus, researohessbe extremely
cautious about making generalisations, since thia dbtained in one
group situation may not be valid for another group.

(i) Difficulties in observation:

Observation, thsine qua norof science, is more difficult in the social
sciences that in natural sciences. Observati@oa@ml sciences is more
subjective because it frequently involves intergien on the part of the
observer. For example, the subject matter forgtigation is often a
person’s responses to the behaviour of other. wWdstivalues and
attitudes are not open to inspection. Observerst make subjective
interpretations when they decide that behaviousenked indicate the
presence of any particular motive, value or atgtudhe problem is that
social scientists’ own values and attitudes mayuérfce both the
observations and the assessment of the findingghaeh they base their
conclusions. Natural scientists study phenomera thquire little
subjective interpretation.

(i) A chemist can objectively observe the reaction leetw two
chemicals in a test tube. The findings can bentedoand the
observations can be easily replicated by othersis fieplication
iIs much more difficult to achieve in social sciemce An
American educator cannot reproduce the conditidres Russian
educator’s experimental teaching method with theesprecision
of replication as that with which an American chsingan redo a
Russian chemist’'s experiment. Even within a singbool
building, one cannot reproduce a given situationtsnentirety
and with precision. Social phenomena are singelants and
cannot be repeated for purposes of observation.

(iv)  Interaction between an observer and subjects:

An additional problem is that mere observation sicial
phenomena may produce changes that might not hesred
otherwise. Researchers may think that X is causagsing Y,
when, in fact, it may be their subjective obseatihat X causes
Y. For example, in the well-known Hawthrone expesnts,
changes in the productivity of workers were fouadé due not
to the varying working conditions but to the meaetfthat the
workers knew they had been singled out for invesiog.
Investigators are human beings, and their presascebservers
in a situation may change the behaviour of themén subjects.
The use of hidden cameras and tape recorders ni@ayn@mize
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v)

(vi)

30

the interaction in some cases, but much of reseasrcbocial
science includes the responses of human subjectsumaan
observers.

Difficulties in control:

The range of possibilities of controlled experitseon human
subjects is much more limited than in natural soésn The
complexities involved in research on human subjgutssent
problems in ‘control’ that are unparalleled in matusciences. In
the latter, rigid control of experimental conditors possible in
the laboratory. Such control is not possible vhiitiman subjects.
The social scientist must deal with many variables
simultaneously and must work under conditions & much
less precise. They try to identify and controlnagny of these
variables as possible, but the task is very difficu

Problems of measurement:

Experimentation must provide for measurement @ fiactors

involved. The tools for measurement in social sogs are much
less perfect and precise than the tools of theralasgiences. We
have nothing that can compare with the precisiothefruler, the

thermometer, or the numerous laboratory instrumems have

already pointed out that an understanding of hub®raviour is

complicated by the large number of determiningatalgs acting

independently and in interaction. The multivariat@tistical

devices available for analysing data in socialrsms take care of
relatively few of the factors that are obviouslyteiracting.

Furthermore, these devices permit the researchattribute the

variance only to factors operating at the time aasurement.
Factors that have influenced development in the pas not

measurable in the present, and yet they significamiuence the

course of development.

Since research in behavioural sciences includieggarch in
education is complicated by these factors, reseascimust
exercise caution in making generalisations fromrteidies. It
will often be necessary to conduct several studiesn area
before attempting to formulate generalisationsinitfal findings
are consistently confirmed, then, one would haveremo
confidence in making broad generalisations.

Despite these handicaps, education and socialcesdrave made
great progress, and their scientific status canekgected to
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increase as scientific investigation and methodplbgcome
more systematic and rigorous in their researclvities.

Check Your Progress 4

What are the constraints in applying scientific Imoekto educational
research?

Notes:(a) Space is given below for your answer.

(b) Compare your answer with the oivergat the end of this Uni

—F

Fig.4.1

3.2 Scope of Educational Research

Scope of educational research can be viewed froen ahgles of
substantive areas of education and research métgydo The two
parameters are interrelated and are representad matrix below:

Methodology —» Historical Descriptive | Experimental

Area of Education

Philosophy of
Educatiol

Teacher Educatic

Curriculurr

Other(s

Fig.4.2

Let us first look at the scope from the methodatagperspective.
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Methodological Classification

Earlier, we discussed the two categories in whithresearch can be
fitted in.

This categorisation, that of basic and applied aede is true for

educational research as well. In addition, edooati research can be
categorised differently under four types: Histaticresearch,

Descriptive research, Experimental research antAcesearch. Brief
notes on all these types and the methods involtiedein are given

below to continue the discussion.

Historical research

This type of research describeghat was The process involves
investigation, recording, analysing and interpigtime events of the past
in order to make generalisations; these generalisadre helpful in
understanding the past, building a perspective theupresent, and to a
limited extent, in anticipating the future. Theimpurpose of historical
research, therefore, is to arrive at an exact adcouthe past so as to
gain a clearer perspective for the present. Amgl khowledge further
enables us, at least partially, to predict and robnbr future
existence/activities.

Descriptive research

This type of research describefhat is. It involves the description,
recording, analysis and interpretation of cond#iothat exist. It
involves some type of comparison or contrast ahehgits to discover
relationships existing between variables. Muchcational research is
aimed at describing the characteristics of studants the educational
environment. The nature of prevailing conditioedycational practices
and existing attitudes must be determined beforecare move onto
solving problems about learners, institutional ofgation or the
teaching of a subject. Research of this nature n@yanswer basic
guestions, but it does permit the gathering of imiation which serves
as a basis for future research.

Experimental research

This type of research describebat will be when certain variables are
carefully controlled or manipulated. The focusois the relationship
between two sets of variables. One set of varkaldedeliberately
manipulated (experimental treatment of the indepahdiariable) to
examine its or impact on another set of variabliepéndent variables).
For example, in one of the experimental studiedjstance education
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tutor held specially designed contact classes fieddent variable or
treatment) for a particular group of distance leesnand studied its
impact on their performance in the university exaation (dependent
variable). The experimental research involvedesysitic recording of
data and scientific analysis later. This type ebearch leads to
developing testable hypotheses, generalisationspaadictions. This

methodology is derived largely from the physicalesces. We will

bring you more details on experimental researdr.lat

Action research

Action research involves the application of thepst®f the scientific
to experimental research, action research diffarcipally in the extent
to which findings can be generalised. Primary eoncfor action
research is problem solving; hence, it is focusedtlle immediate
application and not on the development of a theoiany action
research projects are carried out in a single @ass by a single
teacher; and the others, by all the teachers imstiiution or even any
aspect. Is findings are to be evaluated in teritgoal applicability, not
in terms of universal validity. Its purpose is itoprove institutional
practices.

A typical example of action research in distancgcation institution:

The institution was receiving complaints of notewmg study materials in

time. The material was sent by post. It was detie send the study material
to the study centres and the students were adwisedollect the study

materials from the study centres personally. Tlaa don number of

complaints, cost of loss on transit, additionaltcaisstudy centres, cost of
transport were studied on comparative basis wighpiractice through postal
delivery. The study indicated net reduction in ptammts and the matching
cost involved.

In this case, the problem of delivery of materiaswsolved through
action research. We will bring you more detailsamtion research in
later.

Interdisciplinary fields of inquiry

Education is an interdisciplinary field of inquitphat has borrowed
concepts and theories from physics, biology, pshkdyy sociology,
anthropology, political science, economics and ottisciplines. The
methodologies used in educational research are @éstved from
several disciplines, e.g. systems analysis fromofig experimental
designs from physical and natural sciences, observaand
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interviewing from anthropological sciences, testfingm the discipline
of psychology, and the like.

4.0 CONCLUSION

As earlier mentioned, unlike physical and biolog®aences, education
and social sciences deal with living humans. Henlbe subject of

educational research poses much greater complaty that in natural

sciences. The usual criticism is that educatiandl other social science
research largely emanates from ill-conceived notibnesearch and its
application in complex human setting.

The educational researcher needs the wisdom tcselresearch designs
and methodologies that are responsive to the prgltlas is, in contra-
distinction to the obsessive use of complex quaint# methods. The
issue is that of a careful balance between quamgtand qualitative
techniques of research depending on the naturéneofptoblem, the
nature of data and even the sample drawn for taysiThis has been
the focus of this unit.

5.0 SUMMARY

In this unit, you have learnt about the following:

. scientific approach in educational research
. limitations of educational research to scientd#fpproaches
. the scope of educational research.

6.0 TUTOR-MARKED ASSIGNMENT
Discuss the limitations of educational researcécientific approaches.
7.0 REFERENCES/FURTHER READING

Adewumi, J.B. (1988). Introduction to Educational Research
Techniquesllorin: Gbenle Press Ltd.
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1.0 INTRODUCTION

Distance education has significant components whale more
industrial than academic in nature. The develogman distance
education is being shaped by technological, denptgraand political
forces, as well as distance teaching experiencethefpractitioners.
These components bring amangesgn this system rapidly and radically.
In other words, you can say that research is @sséntknow the effect
of changes so that future decisions in the fieldisfance education can
be shaped according to the results of the prededy sand previous
developments. It will provide a basis for decisimaking and policy
formation (Koul 1993).

You are already aware that distance education tisingply a mode to
deliver learning materials through different medlayt a form of
educational experience which requires analysiglims of the range of
strategies, the techniques and tools used to inepitsvpractice. There
is always a concern for directing research ac#igith distance education
to the real needs of the participants-those engageigaching at a
distance, the distance learners, those who prasugéort services and
the administrative and management systems whicivedetistance
education. As a student of distance educationhape that this Unit
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will familiarise you with the developing traditiord research activities
in distance education, to understand why researdhirected towards
certain problems or phenomena and to design moplaterns or ways
in which you can go about conducting research stadice education.
We will inform the possibilities, approaches amaitations of various
tools and techniques, models etc. This will enaje to analyse,
theorise and pose questions which deal with a latgeber of teaching
and learning issues, macro perspective involvingascand political

effects, impact of distance education system, antheunication issues.

This Unit will serve as a guide for the beginnefsesearch in distance
education. It is assumed that the field of distamzhkication has
produced and will continue to yield growing bodagsknowledge. But,
knowledge does not grow naturally or inexorablyt id produced
through the critical inquiries of practitioners echolars — and is,
therefore, a function of the kinds of question askeoblems posed and
issues framed by those who conduct researches.unf@lerstand the
methods and findings of research carried out infibkel of distance
education, one should appreciate and utilise theeties of ways in
which research questions are formulated. The frgnof research
guestions, like that of an advocate asking questiona court of law,
limits the range of permissible responses and gueds the character of
possible outcomes. In other words, it is esserhal a researcher
understands the questions that have been askdati@nthnner in which
those questions have been framed, both conceptuahd
methodologically.

As a researcher, you should know why research riswdated in a
specific fashion, you should know the alternaiyp@roaches to inquiry,
how to work on a research project, how to seletbad and how to
prepare a design for research. The paradigmssefreh will provide
you a solid background in each of the researchodises and allow you
to explore the trends of research from a globasgestive. In a way,
these paradigms inform us about problems and puwesdwhich are
consistent with researching within a specific slhaaltural, economic
and political framework. Keeping in view the abokaets, this Unit
provides you a detailed discussion pertaining ragigms of research.

2.0 OBJECTIVES
By the end of this Unit, you will be able to:

describe the concept of ‘paradigm’,

distinguish between the three paradigms of research
explain the approaches to distance educationahreseand
state the different areas of the research in distaducation.
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3.1 Research Paradigms in Distance Education

There are a number of issues pertaining to theraatt research in
distance education: for example, whether the pregp@ssearch topic is
as per the need of the situation; how shall théctbp viewed by the
wider community of distance educators engaged seakh activities;
what sort of theoretical interpretation might liehind the research
guestions; what is the status of research in distaducation and how
to theorise and generate knowledge in distanceadidmc To answer
these questions it would be useful to introduceidlea of various model
and approaches to research. Many researcherstaikeel about the
way scientist use models known as mapgaradigmsto develop a
frameworkfor distance educational research.

The paradigm approach provides for a solid backgiton each research
exercise and helps us to follow up, in depth, dmea@reas. This

background is an essential part of the developmiemodels in distance
education research.

There is always a concern for directing researdivigcin distance
education to the real needs of the participantdhesd engaged in
teaching at a distance and those who provide st deliver distance
education. It is also essential to connect reseiareducation and social
sciences. For example, there are some commosdbiégveen much of
what occurs in distance education and the work datteindividualised
instruction, independent study, and technology.ld&wsay (1990: 388)
emphasised that the enormous amount of work doneeosonalised
instruction systems could be used to form base da&a to begin
research in distance education. The research c¢hamal withmicro
perspectivessuch as teaching and learning at a distance ammoma
perspectives involving social and political effedtspact of the distance
education system, communication technology, etbichvwill form a
mine of information. In other words, although diste education is
very different from education in a conventionaltisgf, research carried
out on conventional campus based students cander@vframework for
developing research paradigms for students studitiagdistance.

The Concept and Genesis of Research Paradigms

The concept of paradigm has turned out to be usefalspiring critical
thinking about “normal science” and the way shifisbasic scientific
thinking occur. A paradigm determines the critext@ording to which
one selects and defines problems for inquiring lama one approaches
them theoretically and methodologically. A paradigould also be
regarded as a cultural artifact, reflecting the oh@nt notions about
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scientific behaviour in a particular scientific comnity, be it national
or international and at a particular point in time. other words, we can
say that paradigms determine scientific approacieds procedures
which and out as exemplary to the new generatiatigntists — as long
as they do not oppose them. A ‘revolution’ in therld of scientific

paradigm occurs when one or several researchems given time

encounter anomalies; for example, they may condxgerimental

studies, make observations, which in a remarkalsg do not fit the
prevailing paradigm. Such anomalies can give tsea crisis after
which the universe of research under study is perdein an entirely
new light.

Previous theories and facts become subject to tigbr@ethinking and

re-evaluation. It is relatively easy to point @lmanges in paradigms in
natural sciences. For example, in physics paradilgift occurred from

Aristotle via Galileo and Newton to Einstein. Bwhen research
activities in social sciences emerged in the nigrdte century, a conflict
was observed in the field of research concernirty llee purpose and
method of inquiry. Alternative perspectives hawei proposed and
accepted by many. The value of alternative appresevas not denied,
since scholarly debates and the exploratory us¢hede alternative
approaches, add vitality to the field. During tt@60s, scholars from
different social science disciplines studied edooal problems with

many disciplinary affiliations. Most of them hawe background in

psychology or other behavioural sciences, but quitew of them have
humanities background in philosophy and literatuféus, there cannot
be a single paradigm prevailing like in the normeknce in the multi-

faceted field of research in education. So, th®isecs contributed new
methods and new perspectives.

Some scholars argue that there are two main pansdig the (i)
scientific and the (ii) humanistic which are not clesive, but
complementary to each other. Nevertheless, ithmmrgued that the
drawing of a distinction between these two appreackannot be
sustained to the extent that they are regarded@slifferent paradigms.
The twentieth century has seen the conflict betwdase two as
employed in researching educational problems. ®he which is
modeled on the natural sciences shows emphasis ropirieal

guantifiable observations and analysis data witltheraatical tools.
The other paradigm is derived from the humanitigh @n emphasis on
holistic and qualitative information for interpneg data.

A review of relevant literature indicates four maparadigms:

M empirical — analytic (roughly equivalent to quaatiiie science)
(i)  interpretive — symbolic (qualitative or hermeneatinquiry)
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(i) critical (where criteria relating to human betternare applied in
research)
(iv) phenomenography.

Let us now examine each of these in detail.
3.1.1 Empiricist Paradigm

This paradigm emphasises careful can controllecerobsion as the
basis for knowledge. The observer is dispassioaateindependent of
the object of observation. Knowledge is objectigeneralisable and
can be used tpredictandcontrol future events (Smitkt.al. 1990). In
other words, within an empiricist research paradigine activities or
processes proceed in a hypothetical- deductive widgre we have a
theory behind the particular problem we wish toestigate. The theory
provides the concepts which pose the researchgmrobllhe hypotheses
arise from the theoretical framework made up fréma toncepts and
variables interacting with each other. Holmberg99@ 159)
emphasised that scholarly work that tests promwstiand modifies
theoretical approaches has to be inter subjectragignal, exact, and of
non-artisan character.

Since research processes, according to this viesyld proceed by the
hypothetical — deductive problem method, you neetiave some kind
of theory for a particular problem you wish to istigate. This theory or
model will provide the language and concepts wipioke the problem.
Your hypotheses will arise from the theoreticalnfeavork made up
from the way the concepts or variables interachwdch other.

For example, you want texplore the relationship between distance
teaching and independent learningFor this problem the following
hypotheses can be formulated with the eventualddioperationalising
the statements and finding ways of empirically ibgstthem. These
hypotheses are:

1. Distance learning is possible without a counsetdeacher
2. Emotional involvement in the study promotes deegprimg and
goal attainment.

You can notice that if we are to move to an emalrigpproach for
testing the above hypotheses, we faced with a problem of deciding
what we might measure, how to go about measuringtiemnal
involvement, deep learning and goal attainment. wgbin empiricist
research, a hypotheses must focus on a meaning@llegm, have
clearly defined concepts. After this, to verifyraassertion that there
exists a relationship between emotional involvenserd deep learning,
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we have to construct and conduct the test. Welasse to design the
research activity, whether to select the experialeapproach or any
other method. If we decide to be experimentalunapproach, we have
to manipulate the extent of emotional involvemensée whether there
Is any effect on deep learning. Who will be oubjsats? Also, we have
to take into account the practical and ethical merations in
attempting this empiricist approach. You can dast tyou have to
prepare a typical pattern for empiricist approachhe steps involved
are:

Problem posing—y Hypothesis generation—p Choice of research design —»
Reporting «—— Data analysis €+—— Data collection «—— l
Fig.5.1

Deriving a theory is a deductive principle, buthadry which is based
on evidence can be proved only by the inductionr@ggh. For
example, a researcher observes again and again ftleatdly
communication (feelings of belonging and persomdtions between
learner and tutors) influences not only motivatin also achievement
favorably. General opinion among educators suppbe researcher in
assuming that what he/she haducedfrom the cases is based on the
theory or a law. A theory to this effect is deysd and various
hypotheses derived from it — and, in fact, agreeuty what has been
noticed in practice, and tried empirically. In ethwords, assumptions
are then deduced from theory. In distance edutatiocesearch we
investigate facts concerning the student (numbeage group,
gualifications, socio-economic status, etc.), thee wf media and
methods, organisation and administration. Accepthis kind of fact
finding in research activity implies the assumptibat there is, in fact, a
reality that can be observed objectively.

SELF-ASSESSMENT EXERCISE

Prepare an outline of a research exercise in amthe¢ you are interested in
by using the steps of empirical paradigm.

3.1.2 Interpretive Paradigm — Phenomenology

This paradigm emphasises social interaction adp#ses of knowledge.
The researchers use their skills as ‘social actwysunderstand the
subjective worlds of others. Here knowledge isjesttive, constructed
through mutual negotiation and is specific to thaasion under
investigation. The difference between empiricistd ainterpretive
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paradigms is that the empiricist approach focusesprediction and
control, but the interpretive approach is concernedth the
understanding of a particular situation by the aedseer.

The interpretive approach focuses on the intentibakind human
actions, seeks to uncover, and interpret the mganof all that is
happening, being done or being understood by thwbgeare involved in
the activity under investigation (Nunan 1990: 2&his type of research
includesqualitativemethods of study. Here the focus is on the oleserv
present, but the findings are contextualised withisocial, cultural and
historical framework.

The dominant influence within the interpretive mhgm has been
research on students approach to learning. Tleamds study focusing
on students’ learning, particularly following thédgmomenography of
Marton and Saljo (1976) explained the deep andtinface approaches.
The idea of approaches to learning, though appgrsmmple, is very

useful in understanding why students learn diffdyeander the same
circumstances. It is not a learning style inherergtudents which they
manifest in all situations, but a characteristiargéraction between an
individual and learning task. So, it is the intetation of an intention
and an action. It only has meaning with referetwca situation with

certain types of content.

From phenomenograph approach, Marton and Saljo6{1&me to this
important point about distinguishing deep from aoeéf learning and
explained that students would adopt the means afgssing academic
tasks. If learners merely wished to display symms®f having learned,
they would adopt a surface level approach. If theyted to grow in
understanding, they would adopt a deep level glyatélhe approaches
to learning movement have influenced distance ddhcditerature.
From the above discussion you must have realised ifttpact of
interpretive paradigm on deep and surface levelsarhing. But what

is the phenomenologicalapproach? Let us discuss in brief about two
phenomenologicalapproaches before we proceed to the strength and
limitation of interpretive paradigm.

Phenomenology -t is concerned with an interpretive understandihg
human action. As a philosophical movement, phemmhogy was
founded by Edmund Husserl. Its main concern isrewvige philosophy
with a foundation that will enable it to be a pumad autonomous
discipline free from all presuppositions. Its nuthis essentially
descriptive, and its aims are to uncover the furetdgal structures of
intention, consciousness and the life-world. Tdheai of the life-world
of ‘lived-experience’ which is always taken for grad even by
empirical sciences, is one of the two main concepghenomenology,
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which has interested many social scientists inalgdpsychologists.

Nevertheless, critics have argued that when phenological concepts
are transferred from their original domain to thentext of social

science, their meaning is radically transformed.alwider context, we
can say that phenomenology has influenced the ndssa’ analysis of
the constructs and the interpretation in realitfror example, an
important point about students learning approachéisat one depends
upon the student’'s perception of the course, tlezhieg and the
learning environment.

A range of constructs such as heavy workload, diciéeaching, content
oriented assessment and a fact-filled syllabus bae& consistently met
with a surface approach. The constructs made Iy résearcher,

through phenomenological analysis, in a learningrenment help to

study the behaviour of the distance learner asrdisearcher tries to
explain in accordance with the constructs whetherléarner has deep
or surface level learning. The phenomenologicallyasns of learning

approaches has provided the researchers with metafje tools which

are sensitive to the context of the departmenheirndividual learner or

teacher; so it helps in designing courses and pigncurriculum more

conducive to students employing a deep approach.

Phenomenological and interpretive researches d#raie responses for
the subject and blur the distinction between subjesnd objects.
Phenomenological concern attends to how subjecte manse of the
world. How do learners, or teachers (or whoevetgrprets social
practice and situations in which they find themss®
Phenomenologists look to the ‘object’ of study descriptive first order
constructs. What were formerly objects, for examptudents, teachers
or educational administrators are now subjects.

Phenomenologist adopt an attitude of epochs, wipast beliefs,

opinions, attitudes, experiences, ideologies, aathés of references
propose that the discourse of research emanate themsubjects.
Subjects expose first-order constants by which trgg@nize and make
sense of their daily lives. Researchers then develecond-order
scientific and explanatory constructs that accodot first-order

constructs.

Some issues such as defining the perceived satialien, collecting

data through unstructured and informal approachesild be handled
properly to collect relevant information. In amytarpretive study, the
researcher may sometimes receive information wisictot intended for
public disclosure. Being a participant and an olbee the researcher
carries a number of responsibilities to deal witlpaaticular situation

with moral considerations because the construcifomeaning from an
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observational account and informal interviews iskey activity in

interpretive paradigm. The limitation of the irgegtive paradigm is that
there is no inherent mechanism for moving beyoretpnetation. If this
paradigm is followed, the researcher depends on lthel of

interpretation and there is no mechanism for movorg towards
remediating the identified problems.

3.1.3 Critical Paradigm

The critical paradigm emphasises that knowledgerablematic and
capable of systematic distortion. It represents ititerests of some
groups within society and has the potential to ibeee oppressive or
emancipating. This approach shares the assumpiicing interpretive
approach but adds the above element. One of tieeaos of the critical
paradigm is to understand the theory as well astipes.

Now, to reconceptualise this research activityuketake the example of
learning styles of a distance learner. In thisecasir first concern will
be to try and understand the practices of distéamers as they engage
in learning. As a participant in this researcle tesearcher will be
setting up strategies which involve learners inical reflections about
their actions as learners at a distance. The n@ds®ahas to listen to
their language and conceptual understanding ofwtlg in which the
learners are emotionally involved in influencingithabilities to learn
and attain their goals. The researcher may aateifhe introduction of
social and political contexts in this approach.

Sometimes the researcher may change the situatiorder to provide a
greater degree of control to the learner. For g@t@anwarmth in human
relations, and rapport with teachers a distancddcbe collectively
redefined in ways which change the practice of éhatempting to
facilitate learning at a distance. The use ofemile redefined actions
by previously isolated and independent studentactueve changes in
their involvement within the educational enterprisgay also be
explored. This is because the critical paradigness&nowledge
developing as participants are actively involvedconstruction and
reconstruction of theory and practice. The apgreadnvolved in this
paradigm are emancipatpraxis andcritical pragmatism. For example,
emancipatorpraxis identifies a ‘guidance’ role for experteaschers in
facilitating involvement of participants;ritical ethnographysupports
emancipator action; antitical pragmatismextends beyond the typical
critical approach and helps for post-structuralysia

In the critical paradigm, the researcher has tatiflethe social group of
the participants/subjects through dialogue andyaigbf the intentions
of the participants. He/she has to study the higtbdevelopment of the
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social conditions and the current social structtoeunderstand the
group. The researcher has to collect data withhedp of participant
observation and in-depth interview. He/she has itwolve
himself/herself to visualise the social situatiohhe key feature of this
paradigm is its concern for finding the truth/faetghout distortion or
bias. It focuses on sociological and politicaluss as a research
problem.

One mode of research associated with the critieahgigm isaction
researchwhich is a form of participatory and collaborativesearch,
aimed at improving educational settings and tearhand learning
practices. Action research aims to help practieninvestigate the
connections between their own theories of educatmhtheir own day-
to-day educational practices. It aims to integthg research act into
the educational setting so that research can ptiiyeat and immediate
role in the improvement of practice and its aimtasovercome the
distance between practitioners to become reseacheGroups of
participants maybe tutors/counselors/teachersstéice learners, heads
of institutions, parents and other community merabeany group with
a shared concern.

Check Your Progress 1
Explain the importance of paradigm in distance ation research.
Notes: (a) Space is given below for your answers,

(b) Compare the answer with the ginen at the end of this
unit

Fig.5.2

phenomena in and aspects of the world around usegperienced,
conceptualised, understood, perceived, and  appdeldén
Phenomenographers call it a ‘second order persge¢iarton 1981).
This point can be explained with the help of anneple taken from a
piece of phenomenographic research. One of theswaywhich
children experience numbers is as “fingers-numbetsth is stated by
Numan (1987) and quoted by Marton (1997). Childirequently lay
the numbers 1 to 10 in thdingerspresent in two hands, calling one of
the little fingers ‘1’ (one), the ring finger ‘2’nal so on. Numbers larger
than 5 are then understood as 5+ some fingersariying out simple
arithmetical tasks, children try to keep the undidd ‘5’ together.
Hence, when solving problems like 2 + 7 = 9, theyerse the addends
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and transform the problem by 7 + 2 = ?, where rdfvided” 5 + 2 and
the problem as a whole becomes (5 +2) +2 = 2.

From the above example, you can understand a cbotspmething or
a way of experiencing something. The two expressire being used
interchangeably. It is a way of being aware ofh@rmmenon. One
might be aware of 7, when one perceives it as b#®n one looks at
one’s hand or as 6+1 or 4+3, it might be an imntedéxperience of the
number 7; it might be the result of reflection o other possibilities.
So, here the perceptions differ in a qualitativgywa

Phenomenography is a research specialisation. ré&searches were
carried pit at the University of Goteborg, Swedenthe early 1970s.
The point of departure for these studies was onethef simplest
observations that can be made about learning, yathalt some people
do better at learning than others. These obsenatied to the first
guestion which was to be investigated empiricgty,what does it mean
to say that some people are better at learning abi@grs? This in turn
led to the second question, (b) why are some peogier at learning
than others?

This phenomenographical study was carried out withvidual tasks

provided to the learners under comparatively nataomditions and

learners were allowed to read the text providedhtm. Thus, after
completing their reading, the students were ineaveid about what they
understood the text to have been about. The ietgralso pertained to
their experience of the situation and they werecisipally asked how

they had gone about learning the text. All themiews were recorded
and subsequently transcribed verbatim. On examittiagranscripts of
the students’ accounts of how they had understoddr@amembered the
text as a whole, it was found that there were bfie ways of

understanding the text; thus, a hierarchically medeset of categories
were devised and termed the “outcome space”.

By referring to this outcome space, the categasfedescription could
be compared with one another to judge how apprgpria relation to
specified answering the second question as to vamyespeopleare
better at learning than others. Further researchriswering the second
guestion demonstrated the relationship betweenoappes to learning
l.e. surface and deep on the one hand and thetygohthe outcomes on
the other. This phenomenographic study developednbtion of two
approaches to learning. The idea of approachdeaming is very
useful in understanding why students react diffdyem the same
circumstance.
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Thus, two key issues regarding phenomenographily stte as follows:

1. Different ways of understanding a specific conighich learners
developed in a certain situation; sense was matieese in terms
of differences in the approaches the learners adopd the
specific learning task, that is, in terms of diffeces in their ways
of experiencing the specific situation.

2. The second issue is that in developing the phenographic
research, the focus of interest was to shift awagnfthat which
emerges in a specific situation and toward thenkds pre-
conceived ideas about the phenomena dealt withanspecific
situation. For example, the way in which childnemderstand
numbers, is of vital importance to the way in whitlkey deal
with problems in arithmetic.

The above discussion points out that, phenomenbygrigpthe empirical
study of the limited number of qualitatively diféait ways in which
various phenomena can be experienced, understaadeiped and
conceptualised. This may be considered as a wagdhg out how the
development of knowledge and skills within the domacan be
facilitated.

In this section, we discussed the research paramighstance education
and phenomenography which has significant coniobuto research
studies pertaining to students’ learning. So, cesearch can serve
various interests: It can seek forms of knowledgean be shaped by
various media and it can give rise to a form otgvatof paradigm.

Having presented to you the four research paradigmesshall now
examine a few methodological issues and approaches.

3.2 Approaches to Distance Education Research

Earlier n, we saw how a research method is a péatievay of studying

a problem. With the increasing number of reseatalies in distance
education, much emphasis is laid on methodologisgsles and
approachedo research in this field. In this section, wdl \present to

you a few issues arapproachef research.

3.2.1 Qualitative and Quantitative Approaches

Qualitative methods help us to examine the nat@iteuman behaviour
and experience and social conditions. But qudivianethods focus on
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objective and standardised means of inquiry andicgtipn of statistical
analysis for attainment of objectivity and genesatiions.

Quantitative methods permit the researcher to stselgcted issues,
cases or events in depth. Qualitative data areatetl through direct
observation, participant observation, in-depthriitaving, case studies,
recorded documents, open-ended questionnaires amanajs.
Quantitative methods use standardised measureftttiaerse opinions
and experiences into predetermined response casgorhis approach
measures the reactions of a large number of ingalgdto a limited set
of questions, thus facilitating questionnaires,tade scales, rating
scales and postal surveys.

The qualitative-quantitative debate has persigstetie field of research.
It has been more of a philosophical debate thanm tiaresearch
practices. Qualitative methods have been the sulojeconsiderable
controversy among social scientists. The philogmbtand theoretical
perspectives  which  undergird qualitative  methods cluihe
phenomenology, naturalistic behaviourism, and pshkgdy. The
philosophical roots of qualitative methods empleasi®e importance of
understanding the meanings of human behaviour l@ddcio-cultural
context of social interaction. This method estsatalidity, reliability
and objectivity of a social situation and triespicture the empirical
social world as it actually exists to those undeestigation, rather than
as the researcher imagines it to be.

A large number of works on quantitative method®sfthe use of this
method in the context of distance education. \eriaqualitative
research methods like ethnography, case study deautheory (Minnis,
1985, Marland 1989; Coldeway 1990) and the methampobf critical
reflection put forward by Evans and Nation (1988 eonsidered to be
more promising in this context. In recent years, debate has softened.
A consensus has gradually emerged that the impoctaailenge is to
match appropriate methods to research questionsnahdb advocate
any singly methodological approach for all reseasithations. Both
gualitative and quantitative data can be colledwdunder the same
study.

3.2.2 Triangulation Approach

As a reaction to the debate between the qualitadivé quantitative
approaches, significant researches have highlightady flexible and
eclectic approaches. One of the eclectic appr@adhe distance
educational research isangulation. The choice of research methods
follows not from research doctrine, but from demns in each case as to
the best available technique. The problem defihesmethod used not
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vice versa. Equally, no method (with its own binklimitations) is
used exclusively or in isolation; different techumeg are combined to
throw light on a common problem. Besides viewilng tresearch
problem from a number of angles, the ‘triangulaticapproach
facilitates the cross-checking of otherwise ‘tentafindings’.

As you know, qualitative approach puts more emghasi participant
observation, open-ended questionnaires, in-depterviewing and
analysis of document. On the other hand, quaivétadpproach uses
close-ended questionnaires and survey methodsoltection of data.
As a precaution against subjectivity in both theprapches, the
triangulation method insists on cross-checking the importandifigs
through the use of different techniques, coding @mgalopriate checking
of open-ended questions, and independent intetjgmetaf data by
different members of the research team. While qusimis approach,
theoretical principles and methodological grounigsiwcan be discussed
and made explicit, criteria for selecting or rejjegt areas of
investigation can be spelt out and evidence caprésented in such a
manner that others can judge its quality.

This method attempts to eliminate bias or error and result increase
the probability of a truthful explanation. Thene @hree major goals of
triangulation, namely: convergence, inconsistemay @ntradiction.

Convergences the first goal of triangulation approach. Hehe result
of data collected from different sources, methaus iavestigations are
combined to provide evidence about a single phenome

Inconsistency This refers to the inconsistency among the d&éen
multiple measures produce conflicting evidence thatnot confirm a
single proposition.

Contradiction —This refers to the data collected from variousrces
being not only inconsistent, but also contradictory

In the context of distance education, some of dsearch problems are
complicated, often confounded with a variety ofentdacking variable.
Sometimes, it may even be difficult to carry oue thesearch. A
triangulation method may prove effective in dealingh a variety of
variable. For example, a researcher wants to dtuelydevelopment of
the distance education system during the ninetidse/she has to
consider a variety of interlocking variables pertiag to instruction,
management and logistics.  The variables associatgti the
instructional system are learning strategies, usibnal materials,
feedback and support system, etc. In managemesiersy the
components are organisational structures, pol@ies procedures of an
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institution, leadership and use of researchersally, logistics include
technical quality, programme delivery and instroigél environment.

The term ‘component’ refers to one of the featureparts of a system.
For example, in distance education system the coemis are learners,
instructional materials, support services, etcrelithe components that
directly affect learners are of particular intertest research. It begins
with an analytical phase to identify the natureeath component and
how they possibly interact. Once the componengsidentified, it is
possible to determine the contribution each compbhas towards the
overall effect.

For example, a distance education programme has fdahewing
components:

) a printed course package,

1)) a set of audio and video-cassettes,

lii)  access to counseling sessions, and

Ilv)  a set of policies related to admission and evalagtrocesses.

The above components work together to produce tEcplar effect i.e.
achievement, rates of course competition, etc. p8sgp a researcher
wants to determine which of these components arst ingportant in
producing a particular effect, say, completing agobamme. The first
stage in component analysis research would be tysa each
component in the course to determine whether istexat a level of
guality. For example, to determine the instrualocomponents in the
printed package, one has to analyse the well-writibjectives, clear
presentation and self check questions that matetolbjectives, of the
components. It may be useful to begin researctk woth formative
evaluation than to determine the overall effect afprogramme.
Component analysis approach is a good way to canibi@ benefits of
evaluation with a potential programme of more galigable research
(Coldway 1990: 394).

3.2.3 Model Building

Model building approach provides ways of addressingportant
research questions that are ignored while desigttiegframework of
research. It serves to integrate various knowletgses together.
Information outside of distance education can dsoused to guide
decision making. Calvert (1989) proposed a conmdpframework
indicating relationships between various input,cess and outcome
variables. The framework helps to construct a rhadea distance
educational research programme. Model building fiistance
educational research is useful to begin with aaeseproblem and to
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predict the difficulties in conducting the reseaiid to estimate the
reliability and external validity.

Check Your Progress
List the four approaches to distance educatiorarebe
Notes: (a) Space is given below for your answer

(b) Compare the answer with the onewgiat the end of this Unit.

3.3 Research Areas

Considering the extensive practice of distance &l and the

investigation made of this practice, there is goeason to categorise
these research studies. Studies conducted byugagistance education
practitioners show uneven distribution across tieasof research. The
categorisation of research activities into variaareas are done by
Holmberg (1996), Panda (1992), Dash (1993), Je¢E@@3), Sherman

and Nedza (1990) and Moore (1995). These studigmhasise that the
core areas of research in distance education hawdeatity, a sense of
guestioning and the capacity for qualitative analygith reference to

theoretical approaches.

Evans (1990) mentioned that there are more thanudd@rsities and
colleges with higher distance education programme&shina. Most of
them have established research institutes of higlstance education.
The issues evoking research’s interest in Chinaraferm problems of
distance education, problems arising from satelté¢éevision and
broadcast education, cooperation and union in ritstaeducation and
studies for foreign distance education Sherman Hedza (1990)
classified the areas of distance education reseatcltategories. They
have explained that interest in research in tHd €& distance education
is worldwide. They have suggested a broad randgepats of research
conducted in developed and developing countries:

) Research, Philosophy and Information,
i) Student Support and Success,
iii)  Curriculum Development and Special Courses,
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Ilv)  Tutor and Faculty Development and Evaluation,
V) Technology in Distance Education, and
vi)  Administration.

Jegede (1993) collected expert opinion about distaeducation

research in developing countries. The four braadgories of areas that
had overwhelming support requiring priority reséarmttention are:

study skills (81.3%), professional development 4%@), management
and planning (71.9%) and student evaluation (71%).

Holmberg (1996) analysed the character and scopdestaince education
as a field of scholarly enquiry which adds weigbtthe view that
distance education is a well delineated field o&dmmic inquiry.
Further areas of research in distance educaticstadsd by Holmberg
are history, target group, student bodies, the adtnative practices,
student evaluation, etc.

In an analysis of periodical literature publishedfour referred journal
of Open and Distance Education, Mishra (1997) caiegd the papers
into seven groups: distance Education in Perspedti8%), Students
and their learning (21.88%), Learning materials aethted issues
(9.4%), Technology issues (14.12%), Managementesss(9.14%),
Distance Education: Theory, research and trainidd.68%) and
Distance Education in practice (15.78%).

In the above discussion, we have made an attenmitlioe the areas of
research in distance education identified by varidistance education
practitioners. These areas of concern are beingcebl to investigation
by various researchers the worldover.

Check Your Progress 3

What are the four broad areas of research whialnegriority attention
in developing countries?

Note: (a) Space is given below for your answer.

(b) Compare the answer with the nemgiaethe end of the Unit.
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4.0 CONCLUSION
Let us Sum Up

In this Unit, we have discussed the need for rebeand development.
In section 1 of this Unit, we have focused on thee¢ paradigm of
research. They are: empiricist, interpretive artical paradigms. At
the end of the Unit we have explained the researehs identified by
various practitioners.

5.0 SUMMARY
CHECK YOUR PROGRESS: THE KEY

1. A paradigm determines the criteria accordingvkach we select
and define the problem. It also acts as culturalaat, which
reflects the scientific behaviour in any communitin distance
education it provides a background in the reseasdrcise and
helps to go in depth.

2. a) Qualitative and quantitative approach
b) Triangulation,
C) Component analysis, and
d) Model building

A research paradigm provides a solid backgrourehoh of the research
of the research discourses and allows us to urahetsresearch
problems clearly. It helps us to know the procedamd background for
conducting research in distance education.

3. The four broad categories which, according to exyiews, need
priority attention are:

) Developing study skills
1)) Professional development

1)) Management and Planning
Ilv)  Student evaluation
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UNIT 6 PREPARATION OF RESEARCH PROPOSAL
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1.0 INTRODUCTION

Every activity needs thorough planning. When yawnenhthought out a
research problem, you must plan how the researtthbwicarried out.
This plan which is like the building plan or blueyrto a builder is
called Research Proposal The proposal provides a basis for the
evaluation of the work and demonstrates clearlyt tha researcher
know what he wants to do to arrive at the solutbdrine problems at
hand. It affords him also, a systematic plan ocpdure to follow.

There are various formats for the research propasdlit varies from
Institution to Institution. In this unit you wiee the format which most
institutions make use of.

2.0 OBJECTIVES

By the end of this unit, you will be able to:

o list the components of a research proposal
o describe the components one by one
o discuss how to write a research proposal.
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3.0 MAIN CONTENT
3.1 Components of a Research Proposal

Abstract

On a single, separate page, prepare a summaryeofpihposal to
indicate its objectives and procedures.

Introduction

- Background

- Statement of the problem

- Purpose of the study

- research questions and hypothesis

- Significance of the study (Implications and Apptioa)
- Operational definition of terms

- Assumptions of the study

- Limitations of the study

- Delimitations of the study

Review of the Related Literature

- Literature Review

- Conceptual framework

- Theoretical framework

- Review of related researches

- Appraisal/Summary of Literature review.

Research Methodology

- Research Design

- Subjects (Population and sample; sampling Techhique
- Instruments (construction and administration)

- Validity and reliability of Instrument

- Method of data collection

- Statistical Procedure / method of data analysis
Budgetand Time Schedule

References

Background to the study
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After choosing your research area, there is neegivi® cogent reasons
for deciding to work in this area. This area isegfreme importance as
it is the pillar upon which you will build subsequevork. You should

advance adequate reasons for choosing the topicwHs borne out of

the shortcomings of previous work or to further Wafexge in the area,
you will need to explain. You will need to thinlke&ply on how your

work and the previous ones will throw more lighttbe problem area or
lead to new knowledge.

Background to the study cannot be treated withtyevit should discuss
all the variables in the study and shed light oa ginoblems and its
nature.

Purpose of the Study

This is just a simple statement of what the conadriyour research
work is all about. It should be stated in two bree sentences. It
should not be a lengthy affair but straight to ploat.

Statement of the problem

The statement of the problem is usually a declazastatement which
you must make early at the beginning of your rasearThis section
defines your intention and brings your work intacds. It clarifies
outlines and limits the problem area. Thus, it imos good, clear,
concise and stated early in the proposal.

You should avoid bringing elements of the backgbtmthe study into
this section or attempt to justify the work by ssig its significance
here. A sentence or two should do the job adety&e).-

This study sought to:

“determine the extend to which the mother tonguerfares with
the learning of English Language in schools”

Significance of the Study

Researches are not trivial or superficial endeasotiou should be able
to justify the importance of your study in termsitsf implications or

possible applications to the general practice oicatdon. The emphasis
in this section is on the benefits of the studyetlucational theory or
practitioners. All the stated hypotheses and rekequestions should
point to this direction. You should therefore enesthat your study can
increase knowledge, solve problems and answer sbomey questions
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in the field of education. In addition, it showdfford other researchers
the opportunity to delve further in the particudaea.

Operational Definition of Terms

It is not everybody that will come in contact witbur work that will be
familiar with the areas of study. You should tliere define terms and
concepts as you used them in the study.

All un-usual terms must be defined to avoid thainly misinterpreted.
All variables, terms or methods of obtaining datattare subject to
ambiguity must equally be defined. You shouldasymuch as possible
to define them in your own words and as you usethtin your study.

Assumption

You may assume certain facts in the course of yesearch. These
must be clearly stated. There are certain fasts wu may believe but
which you cannot verify. There is need to statenthas this will
strengthen the basis for your investigation.

Limitations

The research or is often confronted with a numbbeoastraints during
the course of an investigation. These are oftgote his/her control.
They may place restrictions on the conclusionshaf work or their
applications in other situations. There are mygiafithem ranging from
Physical, Human, Financial, administrative policiesinvalidated data
gathering instruments, time and sampling techniqlibese limitations
should be clearly and concisely stated as theg&yi@ur study.

Delimitations

Your study must have boundaries in terms of samyeables, time,
subject matter, location and variable matching.li&tions show the
scope of your investigation and the extent to whdohclusions can be
extended in terms of sample, variable and subjettem It is important
you state the scope of your study very clearly.

Il REVIEW OF RELATED LITERATURE
Theoretical Framework
This may as well be a major part of the reviewead&ted literature. Its

main purpose is to hinge your study to an existimpry in education.
Hardly is there any study that is completely nedwbackground theory
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gives basis for your study. There are a numbéhedries to which you
can link your studies i.e. Bruner, Piaget, Gagreyrixch etc.

The theoretical framework sets the theoretical baisthe research.

The other parts of the review of Literature oftexlate the current
research to what had gone before it. When thangstof recognised
authorities and previous research are summarisgég@asented, it lays
credence to the fact that the researcher knows rabolt the current
research in terms of what is known and unknown attwisubject.

Best and Kahn (1980) stated that “citing studiest ghow substantial
agreement and those that seem to present condliconclusions helps
to sharpen and define understanding of existingwkage in the
problem area, provides a background for the reeganmject, and makes
the reader aware of the status of the issue.$ didvised that parading a
long list of annotated studies relating to the peobis ineffective and
inappropriate. Only those studies that are plaialgvant, competently
executed and clearly reported should be included.

Best and Kahn (1980) further advised that the rebea should note
certain important elements:

1. Reports of studies of closely related problems thate been
investigated
2. Design of the study including procedures employad data-

gathering instruments used

Populations that were sampled and sampling methogidoyed
Variables that were defined

Extraneous variables that could have affectedittuirigs
Faults that could have been avoided

Recommendations for further research

No oA

Thus, the review of literature is a valuable guiae defining the
problem, recognising its significance, suggestingpnpsing data-
gathering devices, appropriate study design ancceswf data.

It is always good to present the review in topicem as the previous
studies can be better organised. It is also béttgvaraphrase cited
works rather than assembling paragraphs upon @gragrof quotations.
The last section of the review of related literatahould be an appraisal
of the reviewed literature. This in essence isriaftsummary of the
whole literature showing its congruence with thesent study. The
findings and their implications will be discussedhe gaps presently
existing in what had been reviewed about the tepicbe pointed out
and how this leads to the problems at hand.
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RESEARCH QUESTIONS AND/OR HYPOTHESIS

The problem of the research, which had earlier lggmrerally stated, is
now made specific through Research Questions cedRels Hypothesis.
The formulation of hypothesis clarifies further thature of the problem
and the logic underlying the investigation. Hypmsis also gives
direction to the data-gathering process.

Research Hypothesis is a tentative answer to thestigun being
investigated. It is an informed or educated gwedsinch that is based
upon prior research to be subjected to the prooésgerification or
disconfirmation Hypothesis are often stated iiiNall form” since it is
the null hypothesis that will be subjected to statal test. However, at
this stage, they could be stated in the research $o that you can give
a clearer picture of the intent of your study aoghow the anticipated
relationships between the variables in your study.

You should try as much as possible to include therational definition
of each element within the hypothesis otherwise y@y need to give
definitions and stipulations required to do thipaately. Of necessity,
hypothesis must be formulated before data gathesagthat your
investigation will not be biased. The charactersstf a good hypothesis
are that it should be

- reasonable
- consistent with known facts or theories

- stated in such a way that it can be tested anddftmbe probably
true or probable false

- stated in the simple possible terms

Data Collection

The data must be collected carefully to ensurgutdity. Bias and error
must be avoided. Again, there is the need to p&iore data collection
iIs commenced. How the data will be organised ams$gnted should
have been determined.

The use of tables, figures and charts are esseantialganising and
summarising data.
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Data Analysis

MODULE 1

The type of design used for the study is a poirttedhe statistical
techniques that could be used.

hypothesis and the type of data (normal, ordimdérval or ratio). The

This also depemdshe type of

various statistical procedures are not discussetthigntext but will be

given in another.

for specific purpose.

Table 6.1:

Descriptive Statistics

You should lay your hand on adydook on
Educational statistics. However, the table beldusitates the statistics
that could be used for various purposes, with ohfiétypes of data and

PURPOSE OF THE STATISTICS

() (2
(©)
Central Variability
Location
Tendenc
Type of
Scale off One | More One More One Group More than
Depend | Grou | than Group | Than One Group
ent p One One
Variabl group Group
€
Differe | Standa| Differe | z-score, t- Difference
nce rd nce score  or between
betwee | deviati | betwee | other an
n on or|n standard | individual’
Interval | Mean | Means | Varian | Standar| scores s standarg
ce d score in
deviatio more than
ns or one
Variabl distributio
es n
Differe | Quatrtil | Differe | Percentile | Difference
nce e nce tank* between
betwee | deviati | betwee an
Ordinal | Medi | n on n individual’
an Median quartile S
S deviatio percentile
n rank in
more than
one
distributic
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n
Differe Differe | Label or Label of
Nomina | Mode | nce Range | nce Categorisa| Categorisa
I betwee betwee | tion tion
n n
Modes range:
(4) ©)
(6)
Correlation Subsets
| nteraction
Type of
Scale off One More One More One More
Depend| Group | than Group | Than Group |than
ent One One One
Variabl group Group Group
€
Differen Differen | Differen
ce in ce ce in
Pearson between| observe
Interval | Pearson | rs for observe | d
rs same d cell| interacti
variable means | on
S in two and among
groups expecte | groups
d cell
means
in
factorial
ANOV
A
(observe
d
interacti
on)
Spearma| Differen
n rho or| ce in
Ordinal | Kendall' | Spearma
s W~ n rhos
for same
variable
S in two
group:
Point Differen Differe | Differen | Differen
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Nomina | besirial | ce in| Proporti| nce in| ces ces in
I correlati | point on or| proporti | between| observe
on* biserial | percent|on or|observe | d
correlati | age percent |d  cell| interacti

ons for age frequenc| on
same ies and among
variable expecte | groups
S in two d cell
groups frequenc

ies

* This statistic is not described in this text buay be found in any
number of statistics texts.

Table 6.2: Inferential Statistics

PURPOSE OF THE STATISTICS
1) (2
©)
Central Variability
Location
Tendenc
Type of
Scale ofl One More One | More One More than
Depend | Group | than Gro | Than Ong Group One
ent One up Group Group
Variabl group
€
Bartlett’'s
test* ort-
Standal t-test or test for| Standard | Standard
Interval | rd one-way homogen | error  of| error  of
error | ANOV eity of | measurem measurem
of the| A variance; | ent ent
mean * F-max*
statistic:
Median
Standa| test, sign
Ordinal | rd test,*
error | Kruskal-
of Wallis
media | one-way
n* ANOV
A, * or
Friedms
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| n’stest* | |
Nomina
I
(4) ©)
(6)
Correlation Subsets
| nteraction
Type of
Scale of| One More than| One | More | One More
Depend| Group One group| Grou | Than | Group |than
ent p One One
Variabl Grou Group
€ p
t-test
t-test for| Fisher's z F-test F-test
Fisher's z | transforma for for
Interval | transforma)| tion multifac | multifac
tion or F- tor tor
test for ANOV | ANOV
linearity* A A
Test  for
Spearman’
Ordinal | s Rho or
Kendall's
W*
Chi-square Chi- | Chi- Chi-
or test for squar | squar | Informat | square
significanc e or|le or|ion test for
e of point| Cochran’s | Fishe | Fishe | theory | informat
Nomina| biserial* | Q* I's I's A* ion
I exact | exact theory
test* | test* A*

*These statistics are not described in this textrbay be found in any
number of statistics texts or later modules to éestbped.

Source: Donald Ary et al (1979) Introduction togash in education.
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f. Expected End-Product

This should include preliminary reports of findingsriodically during
the project, and a final report.

Personnel

Provide name, title and a brief statement of treeaech experience of
the principal investigator and of the other keyspanel involved if
possible.

Facilities

Indicate special facilities and similar advantagetuding research staff
and resources available to the organisation.

Other Information

Indicate other information pertinent to the propgosaluding the
following:

a. extent of agreed cooperation in project by agencid®se
support is necessary for the successful accompéshnof
objectives, include names and titles of officialssoch agencies
giving assurance of cooperation. For example, inaming —
research project, cooperation of State Ministr{dtication may
be vital to the success of the Project (Aina, 1994)

b. amount of financial or other support available tbrs project
from other sources.

C. whether this proposal has been or will be submittedny other
agency or organization for financial support.

d. whether this proposal is an extension or an additioa previous
project supported by the Ministry of Labour or atgevernment
agency.

e. whether this project or a similar one was previgssibmitted to
the Department of Labour or other government agency

Appendix

This is the last part of a research project repdviaterials which are
related to the report and which can be referrefbtareater detail but
which are unsuitable for inclusion into the mairpeeport; are usually
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placed n the appendix. Such materials are theumsint used for data
collection, raw data such as a list of school usedhe study, letters of
introduction, etc. (Koleoso, 1999).

SELF-ASSESSMENT EXERCISE

1. What steps will you take to write a proposal oesearch topic of your
choice? State these steps.

4.0 CONCLUSION

In this unit, you have seen the components of aaret proposal. It is
now left for you to make it part of you as you @g@ng to be making
use of it even after your progamme here. It isfitse thing your project
supervisor will ask you to bring when your topicajsproved to know if
you are sure of what you want to do.

5.0 SUMMARY

In this unit, you were exposed to the componenis dsearch proposal
in which you found out that a research proposal thes following
components:- abstract, introduction with its sub mponents,
methodology with its sub components, budget, exqu#éend outcome,
time frame and appendices.

6.0 TUTOR-MARKED ASSIGNMENT

Choose a researchable topic in your area of sjsati@in and develop a
research proposal on the topic.

7.0 REFERENCES/FURTHER READING

Evans, T.D. (1990). (Ed) Research in Distance HitmtaGeelang,
Victoria: Institute of Distance Education, DeakinitZersity.
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MODULE 2 RESEARCH DESIGNS AND

INSTRUMENTS
Unit 1 Historical and Descriptive Survey Reséarc
Unit 2 Causal Comparative and Correlational esid
Unit 3 Experimental Research Designs
Unit 4 Research Instrument: Questionnaire
Unit 5 Observation, Interviews , and other Datdlection
Technique

UNIT 1 HISTORICAL AND DESCRIPTIVE SURVEY
RESEARCH

CONTENTS

1.0 Introduction
2.0 Objectives
3.0 Main Content
3.1 Types of Educational Research Design
3.2 Historical Research Design, Definition and Purpose
3.2.1 Basic Characteristics
3.2.2 Application
3.2.3 Limitation
3.2.4 Examples
3.3 Descriptive Research Design
3.3.1 Purpose of Research Design
3.3.2 Basic characteristics of Research Design
3.3.3 Application of Descriptive Research Design
3.3.4 Limitation of Descriptive Research Design
3.3.5 Examples of Descriptive Research Design
4.0 Conclusion
5.0 Summary
6.0  Tutor-Marked Assignment
7.0 References/Further Reading

1.0 INTRODUCTION

This unit is designed to give you insight into @®h designs which you
can use to do research in education. It explaims garpose, basic
characteristics, application, limitation and exaesplof both the
historical and descriptive survey research types.
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20 OBJECTIVES

By the end of this unit, you will be able to:

o classify research design into qualitative and gtegtnte studies

o outline the different types of educational resealesigns

o state the purpose, characteristics, limitation exaimples of both
the historical and descriptive research designs.

o discuss how to apply historical and descriptiveeagsh designs

to solve problems.

3.0 MAINCONTENT

3.1 Typesof Educational Research Design

Educational research can be classified into broashsa namely;
gualitative and quantitative picture approach (G 1994).

Quantitative research is an inquiry into a socialhaman problem,
based on testing a theory composed of variablesumed with number
and analysed with statistical procedures in ordeddtermine whether
the predictive generalisation of the theory holdetrWhile qualitative
study as an inquiry process of understanding abkocihuman problem,
based on building a complex, holistic picture fodmeith words

reporting detailed views of informants and condddtea natural setting
(Leady 1995).

The main types of educational research designs are:

Historical research design
Descriptive research design

Causal comparative research design
Correlation research design
Experimental research design
Survey research design

Case study/Field research design

NoabkowdpE

3.2  Historical Research Design, Definition and Purpose

This is the process of systematically examiningt gagnts to give an
account of what has happened in the past. The perE systematic
attempt to reconstruct the significant events efpst through analysis,
synthesis and verification.
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321

The Basic Characteristics of Historical Research

The Basic characteristics of Historical researdtuite

322

Dependent on primary and secondary sources of atdliiection
could be both internally and external criticised.

It is rigorous, systematic and exhaustive.

Application and Examples of Historical Research
Design
A proper grasp of historical research will helgnmproving upon
some educational practices that have historical.

Historical reports help us in shaping such prastite suit the
present and the future.

They also help us to appreciate the historical exdnbf grea
educationist and their theories

They can also help us to uncover the works of perrsome
“hidden” educational giants in our setting.

Examples:

Development of secondary education in Nigeria.

The impact of the missionaries on the Nigerian atanal
system before independence.

SELF-ASSESSMENT EXERCISE

68

Name the two broad approaches to research.

What type of research method is involved in thetgoutions of
Alvan lkoku to the development of Nigerian educa®io

Limitations of Historical Research Design

Non-availability or insufficient quantity of pniary data.
Inconsistency in policy making.

Articles of events are particularly subjecteddistortions either
through Careless reporting or emphasis on thensental with a
corresponding Disregard for the truth.

Manuscripts are frequently subjected to sanyn editorial
changes.
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3.3 Descriptive Resear ch Design
These are the studies which aim at collecting datand describing in a

system manner. Such studies include; observatiotiest, correlation
research, developmental designs and surveyingrasea

331 Purpose and Basic characteristics of Descriptive
resear ch

The purpose is systematic attempt to describe taeacteristics of a
given population or areas of interest factually.

Basic characteristics of Descriptive research ithelu
1. Involves large sample to measure meaningful desmnip
2. Requires empirical evidences through data gathephogesses,

which may involve hypothesis testing.

3.3.2 Application of Descriptive Research Design

1. Used in describing the incidence and notr@sied in testing for
any hypothesis.

2. Used in collecting data and describing same systematic
manner.

3. It is interesting in the characteristic teas or fact about a given
population.

4. It is used to collect relevant informatidsoat the status of some
aspect of life.

5. Used to describe certain variables in refato the population.

6. Used in description of event as they are.

7. To make specific prediction.

3.3.3 Limitation and Examples of Descriptive Research Design
Limitations are:
1. No informed consent

2. It cannot identify cause with all variableggent because setting
is completely natural

3. Usually rely on convenient samples.

4. Mostly qualitative data and verbal descoptbased on visual
observation, and so may lack precision, accurady ret very
sensitive.

5. Takes a long time and thereby a lot are thraway
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Examples are:

1. Factors influencing students’ poor performanceshi physical
sciences.

2. Laboratory management and safety in Nigeria posinay
institution.

40 CONCLUSION

In this unit, you have been exposed to types ofcational research
design and their classification into qualitativgpegaches. You have also
the purpose characteristics, application, limitatmd examples of both
the Historical and descriptive research design

50 SUMMARY
You have been introduced into educational reseasekigns by

discussing its classifications and examples. Youehaso learnt about
Historical and Descriptive research designs witirtapplications.

6.0 TUTOR-MARKED ASSIGNMENT

1. What is a Historical research design?
2. Explain four applications each for Historical anésdriptive
research design.

7.0 REFERENCESFURTHER READING

Creswell, J. W. (1994 Research Designs: Qualitative and Quantitative
Approaches.Thousand Oaks.

Daramola, S.O. (2006Research and Statistical Methods in Education
Bamitex printing and publishing. pp.7-8.

Leedy , P .D. (1997practical Research: Planning and Desidfth
ed.). New Jersey: Merril, pp.103-110.

Otuka, J.O. (2004 Educational Reseach Method
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UNIT 2 CAUSAL COMPARATIVE AND COR
RELATIONAL STUDIES

CONTENT

1.0 Introduction
2.0 Objectives
3.0 Main Content
3.1 Definition and Purpose of Causal CompeeaResearch
Design
3.1.1 Basic Characteristics of Causal Compagativ
Research Design
3.1.2 Limitation of Causal Design Comparatives&arch
Design
3.1.3 Application and Importance of Comparative
Research Design
3.2 Correlation Studies
3.2.1 Types of Correlation Studies
3.2.2 Application and Limitation of Correlati&@tudies
3.2.3 Examples of Correlation Studies
4.0 Conclusion
5.0 Summary
6.0 Tutor-Marked Assignment
7.0 References/Further Reading

1.0 INTRODUCTION

In the previous unit, we discussed the types ofcational research

design with particular emphasis on historical amadiptive survey

research. In this unit emphasis shall shift teeotlypes that have been
found very useful in educational research desighese include causal
comparative and correlation studies.

2.0 OBJECTIVES

By the end of this unit, you should be able to:

o define and state the purpose of both the causapamtive and
correlation studies

o give the characteristics of causal comparative eodelation
studies

o explain the limitations and application of both tlausal

comparative and correlation studies.
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3.0 MAIN CONTENT

31

Definition and Purpose of Causal Comparative Research
Design

Causal comparative research is a research thah@teto determine
reasons or cause for the existing condition. Tlsattiattempts to
determine the cause or reason for pre-existingmiffces in groups of
individual.

The purpose:

311

N

o

312

72

Starting with an effect and seeking possible causes
Attempt to identify cause-effect relationship

Basic Characteristic of Causal Comparative Design

It typically involves two (or more) groups and ommelependent
variable.

It involves comparison.

It is inconclusive and lead to management acticat ik, the
findings from one can be used to develop hypothésisthe
other.

It is concern with learning “why? That is, how orgriable affect
another.

It is also known as Ex-post factor research design.

The researcher usually has no control over thealbes of
interest and therefore cannot manipulate them.

It is used in conclusion of a final solution of arperiment or
study.

Limitations of Causal Design Compar ative Resear ch
Design

Lack of control over independent variables.

Difficulty in ascertaining that the relevant caudattors are
actually included among many factors under study.

The use of this approach is complicated by thetfaat no single
factor is the cause of an event, rather a comlmnaand
interaction of factors goes together under certainditions to
produce a given event.
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A particular outcome may not only result from a timlication of
factors, but that an event may be by one factasna instance
and by another factor at another instance.

When a relationship has been discovered betweervanables,
there is the problem of deciding which is the caaisé which is
the effect, and the possibility of reverse causatias to be
considered.

Comparative studies in natural situation do nobvallrandom
selection of subjects.

The fact that two variables are related does natbésh a cause
and effect relationship.

This approach often bases its conclusion on lim#aohple or a
number of occurrences.

Examples of causal comparative research design

1.

The influence of gender on students’ performanceschool
certificate examination in Nigeria.

3.1.3 Application and Importance of Causal Compar ative

Design

Application:

3.2

Where the variables involved in the study do notllthemselves
to experimental manipulation.

Where direct control cannot be exercised by ingesn.
Importance:

It yields useful information concerning the natofgohenomena,
that is, what goes with what, under what conditjoins what
sequence or patterns and the like.

Correation Studies

A correlation study determines whether or not twariables are
correlated. It is a study which shows whether ameiase or decrease in
one corresponds to an increase or decrease irthbevariable. That is,
it is a measure of association between two vargabled secondly the
description of one variable as a function of anotfziable.
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If the two sets of value can be linearly relatdw tesulting correlation
is proportional. The slope of the regression ligeindicative of the
strength of correlation, and where the correlatgstrongly positive or
strongly negative the regression line is closého45 degree slope, and
if there is a very low correlation, then the Iw#él be nearly horizontal.
Squaring the correlation coefficient one arrivestlteg coefficient of
determination, which represents the proportionahon variation in
the two variables.

3.21 Typesof Correlation

1. Linear Correlation (Bivariate correlation): This & type of
correlation which expresses how two variables aneally
correlated.

2. Serial Correlation: This is a method chosen in khner the
randomness of data obtained by sampling.

3. Multiple Correlation: This is a type of correlatiemployed when

the number of observations is more than two facttiralso
measures the magnitude of the relationship betwergarion
variable and some combination of product variables.

4. Curvilinear Correlation: This method is usediiwide variation
of the actual observations about the fitted ling@phs, it may
be difficult to detect such non-linearity, yet tleeation of the
fitted line or graph may depend appreciably uporessentially
arbitrary assumption about the nature of the curve

5. Partial Correlation: It shows the net relatiapshetween each
independent, variable and the dependent variable.

3.2.2 Application and Limitation of Correlation Research Design

1. Correlation research helps us to find out whetlagr ér more
variables have relationship or not.

2. It helps us to find out if two or more variableg anterrelated.

3. It is used to test for a lack of randomness inesedf sample
values taken overtime.

4. It is used to determine whether there exist cytpcaperties in a
sequence of observations.

5. It can be used to determine and or handle any nuofoeausal
factors.

6. It is preliminary tool of investigation.

7. It is used in solving problems related to time data

8. It is used to predict value of variables when thkigs of other
variables are known.
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9. It helps in drawing conclusion and inferences.
3.2.3 Limitationsand Examples
Limitations:

o It does not establish cause and effect relationgiepveen
variables.

o It breaks down complex relationship into simple poments.
Examples:

1. Relationship between attitudes to science achiememe

2. The relationship of intelligence in school with tlgeades in
Mathematics and grades in English (example of mlelti
correlation)

4.0 CONCLUSION

In this unit, you have learnt that causal compaeatesearch attempts to
determine the cause for pre-existing differencgroups of individual
and know when two variables are correlated.

5.0 SUMMARY
In this unit, you have been exposed to the follgwin

Definition and the purpose of causal comparative
Characteristics of causal comparative

Correlation studies and its characteristics

Limitations of causal comparative and correlatinrdees.
Tutor marked assignment

Discuss the causal comparative studies and ssdimitations.

abkowdpE

7.0 REFERENCESFURTHER READING

Daramola, S.O. (2006Research and Statistical Methods in Education
Bamitex printing and publishing. pp.7-8.

Otuka, J.O. (2004 Educational Reseach method
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UNIT 3 EXPERIMENTAL RESEARCH DESIGNS
CONTENTS

1.0 Introduction
2.0 Objectives
3.0 Main Content
3.1  Definition and Purpose of Experintal Research
3.1.1 Basic Characteristics of ExpentaéResearch
3.1.2 Steps in Experimental Research
3.1.3 Limitation and Examples of Expsintal Research
4.0 Conclusion
5.0 Summary
6.0  Tutor-Marked Assignment
7.0 References/Further Reading

1.0 INTRODUCTION

Experimental research design has a special placesgarch design. It
enables researchers to maintain control over atbfa that may affect
the result of an experiment. It makes use of ransaton and the
manipulation of variables which is not possiblany other design.

20 OBJECTIVES
By the end of this unit, you will be able to:

define an experimental research design

state the purpose and characteristics of an expatahresearch
explain the limitations of an experimental research

identify examples of an experimental research.

3.0 MAINCONTENT
3.1 Definition and Purpose of Experimental Research Design
In an experimental research design, you have @ thet following:-

> The blueprint of the procedure that enables theareber test his
hypothesis by reaching valid conclusions abougti@hships
between independent and dependent variables.

> Experimental research finds out the effect of ipalating some
process variables by providing various treatmesmsl latter
compare with an interested group called the cogaup.
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> The three variables to be taken into consideratignen
conducting experimental research are dependentiidgpendent (Y)
and intervening variables.

Purpose of Experimental Research:

o It attempts to discover relations among variabledeu “pure”
and uncontaminated conditions.

o It tests hypothesis derived from theories and faiher previous
studies.

o It builds credible theoretical systems through precesses of

hypotheses testing; refinement of theories, foath of new
hypotheses related to other experimentally telsypdtheses.

311 Basics Characteristics of Experimental Research

o The experiment has complete control on the manijpuaf the
independent variables (i.e. the causal variables).
° The researcher has the control over the eliminaifoextraneous

influence which may affect the result of the expent.

o A high degree of specificity may be achieved iatisg the
operational definitions of the major variablesb® involved in
the experiment

o Result of experimental research: are precise aaddbkearch is
susceptible to reliability in variance terms, #reor variance.
. As a result of controlled manipulation, preciseolatory results

are achieved.

3.1.2 Stepsin Experimental Research
Below are some systematic steps involved in expartal research

1. Identify and define the problem in such a way tin& variables
under study and their relationship are clearlyesta

Carry out literature review relating to the problem

3. Formulate the research hypothesis, which includdudeg the
consequences of the relationship between or arth@ngariables.
Construction of the experimental plan of the study
Assignment of the subjects to group and subsequeat
assignment of experimental treatments to groups.

6. Construct and validate instrument to measure thieoawe of the
experiment.

Outline the procedure for collecting the data.

Conduct a pilot study to perfect the instrumendesign.

State the outline or statistical or null hypothesis

N

ok

© o N
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10. Carry out the conduct of the experiment.

11. Reduce the raw data in a manner that will produee hest
appraisal of the effect which is presumed to exist.

3.1.3 Limitationsof Experimental Research

° Error variance cannot be totally eliminated

o Unlike other designs experimental research desmgrst be
passed through a vigorous session of manipulation.

o There is common threat to internal validity whichnclead to
ambiguity in the bid to control the error variance

o There is weakness of external validity, that ig #hteraction of
selection and treatment.

o Unlike other research designs, experimental rebeakesign

needs an appropriate control or comparison grdéopseffective
generalisation.

Examples of researchabletopicsin experimental research

include:

1. The relative effects of discussion and lecture wdsh on
students’ achievement in science.

2. The effect of teachers’ reprimand on the academiieaements
of anxious students.

SELF-ASSESSMENT EXERCISE

) Define experimental research.
ii.)  List five steps involved in conducting axperimental study.
iii.)  List four limitations of an experimenta@search.

40 CONCLUSION

In this unit, you have been exposed to the posiaianexperimental
research design unlike the other designs; it ndedpass through
vigorous session of manipulation. Despite its landns, its roles in
social science and in educational studies are seerus.
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50 SUMMARY

In this unit:
o we have looked at the definition of experimentakaach design.
) we have also looked at the purpose, characteristiod

limitations of an experimental research.

o you have also learnt about the steps in experirnszgaarch.

6.0 TUTOR-MARKED ASSIGNMENT

1. Define experimental research.
2. List the steps involved in conducting an exkpental study.
3. State four purposes of an experimental rekearc

7.0 REFERENCESFURTHER READING

James, P. (1997). Experimental Research and Dedigtrieved
10"December,2012.Fromhttp:/www.okstate.edu/ag/agedtamn4h
ademic/aged598a/59801.

Daramola, S.O. (2006). Research and Statistical hit in
Education.Bamitex printing and publishing.pp.16-20
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UNIT 4 RESEARCH INSTRUMENTS
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3.0 Main Content
3.1 Instrumentation in Education Research and Research
Instruments
3.2 Questionnaire and its Types
3.2.1 Basic Guidelines for @sng and Organising a
Questionnaire
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1.0 INTRODUCTION
In the last units, you were taught educational aede designs. In this
unit you are going to study how to elicit infornmatifrom a respondent

though the use of a questionnaire, which is an @karof a research
instrument.

20 OBJECTIVES

By the end of this unit, you will be able to:

o describe what an instrumentation and instrumenédncation
research mean

o define questionnaire and list its types

o state basic guidelines for designing and organisiag

questionnaire.
3.0 MAINCONTENT

3.1 Instrumentation in Education Research and Research
| nstruments

The process of selecting or developing measurinvicds for gathering
desired data in educational studies is describeda aprocess of
INSRUMENTATION. The measuring devices developedtigh the
process of instrumentation are known as RESEARCHITIRUMENTS.
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In executing studies in education, certain reseangtruments and
methods of implementation of the instruments nemdoe carefully
selected in order to ensure the gathering of rigliand valid data, the
type of research instruments to be used for pdaticeducation studies
under investigation.

Types of research instruments:

The questionnaire

Interview (face to face and by telephone)
Observational scales.

Psychometric and sociometric tests

e N =

3.2 TheQuestionnaire asa Research I nstrument

A questionnaire is a series of relevant questiorstaiements which are
usually used to elicit information from respondemtiso are normally
drawn from the target population of a given stullyquestionnaire may
contain either structured or unstructured quesaoes. The structured
guestionnaire, otherwise known as closed endedtiqunesaire has
guestions or statements or items in  which altereatesponses or
options are provided by the researcher for theomdgnt to select from;

Example of a structured item of a questionnaire

In a period of dwindling national economy, parengdiould be
responsible for paying the school fees of their dgaat all levels of
education.

Alternative Responses Provided

A. Strongly agree
B. Agree

C. Undecided

D. Disagree

E. Strongly disagree

An unstructured questionnaire or open-ended questice is one in
which pre-determined responses are not providedrdepondents to
choose from, Example of an unstructured item afi@stjonnaire:
Questions: What do you consider to be the implcatf open and
distance learning on the future of a national ecoyd
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SELF-ASSESSMENT EXCECISE
List four research instruments and explain two $ypequestionnaire.

3.2.1 Basic Guidelinesfor Designing and Organising a
Questionnaire

There are four basic guidelines for designing amrrdanising a
guestionnaire. Note the following.

o Introductory section of a questionnaire:

o Educational research is to note that every quesdioa should
have an introductory section which should giveeadiption of
what such investigation is all about.

o Ordering of Questionnaire items-
in any form of questionnaire item preparation, iieens should
always begin with simple items and examples of howespond
to the simple items. It is advisable to begin Qoesaire items
with simple questions or items before delving idifficult items,
and as much as possible, related questions sHoliidv one
another. If Questionnaire items are categorisi@ns in the
same category should be formulated in such a Wway dimilar
items follow one after the other.

o Types of Questionnaire Required for a given study:

Whenever an educational researcher decides to Qeestionnaire as a
research tool, it is advisable to decide right fritva beginning, which
form of the Questionnaire items (structure or urdtired items)are to
be used for the investigation under study.

o Used of Language to formulate Questionnaire items:

Educational researchers are implored to write Sforenaire
items in simple and unambiguous English or Langusg that
comprehension of the item does not constitute Iprob for the
intended respondents

40 CONCLUSION

From our discussion in this unit, you have leaowo design and elicit
information (data) for research using Questionnames Questionnaire
as an instrument.
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50 SUMMARY

In this unit, you have been exposed to the follguwin

o Research instrumentation and instrument explanation
o Definition of questionnaire.
) Guidelines for designing and organising a quesaaen

6.0 TUTOR-MARKED ASSIGNMENT

1. Distinguish between research instrumentatiord aesearch
instrument.
2. Write short note on questionnaire as a resaastiument.

7.0 REFERENCESFURTHER READING

Okpala,P.N ,0nocha,C.0& Oyedeji,0.A.(1993).Measwem and
Evaluation in Education. Jahu-Uzairue: Stirlingrtien
publishers (Nig)ltd 85-102

Daramola, S.0.(2006).Research and Statistical Mistho Education.
Bamitex printing and publishing. pp. 32-35.
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1.0 INTRODUCTION

In the last unit, you learnt research instrumeatatand research
instruments. This suggests that the present urpairs of the previous
unit. You are therefore advised to always revigel#ist unit before you
embark on studying the present unit.

In this unit, you will be exposed to other reseairtdtruments such as
observation, interview and other data collectiarhteques.

20 OBJECTIVES

By the end of the unit, you will be able to:

) explain what an interview is, and its purpose

o state types of interview and their characteristics

° explain what observation is

o state the characteristics of observation

o explain psychometric and sociometric test as rebear
instruments.
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3.0 MAINCONTENT
3.1 Interview Technique and its Purposes

Interview is a social relationship designed to exae information
between respondent and interviewer. The quantityinédérmation

exchanged depend on how competent and creativtdr@iewer is at
understanding and managing that relationship. Ta ig to collect data
only.

The purpose of interviewing is to find out whaorsthe elicits mind and
to assess the perspective of the persons beingviewed. It is an
instrument used to gather information regarding iadividual's
experience and knowledge, his or her opinionsef®ehnd feelings and
demographics data.

3.1.2 Typesof Interview and their Characteristics

N | Types of| Characteristics| Strength Weaknesses
0 | interview
1. | Informal Questions Increases theDifferent
conversation| emerge  from salience and information
al interview |the immediate relevance of collected
context and arequestions; from different

asked in the interviews are questions.
natural coursebuilt on and| Less

of things; there emerge from systematic

5 no| observations; theand

predeterminatiq interview can be comprehensiy

n of question matched tge if certain

topics or| individuals and questions do

wording circumstances. | not arise
“naturally”.
Data

organisation
and analysis

can be
difficult.

2. | Interview Topics and The outline| Important and
guide issues to beincreases thesalient topics
approach covered are comprehensivene may be

specified in| ss of the data andadvertently
advance, in makes data omitted.
outline  form;| collection Interviewer
interview somewhat flexibility in
decides systematic fo| sequencing
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sequence angeach respondentand wording
wording of | Logical gaps in questions can
guestions in thedata can  beresult in
course of the anticipated and substantially
interview. closed. Inter different

views remain responses
fairly from different
conversational | perspective,
and situational. | thus reducing
the
comparability
of response

3. | Standardised The exact Respondents Little

open-ended | wording  and| answer the samglexibility in

interview sequence ofquestions,  thusrelating the
questions  areincreasing interview to
determined in comparability or particular
advance. Alll responses; datandividuals
interviewees | are complete forand

are asked th
same orde

basic question
in the same
order.
Questions  arg
worded in &
completely
open-ended
format.

ceach person o

to see and reviey
the

instrumentation
used in the
evaluation.
Facilitates
organisation an
analysis of the

 the topics| s;

saddressed in thestandardised
 interview. wording  of
Reduces guestions

2 interviewer may constrair
effects and biasand limit
when several naturalness
interviews arg and relevance
used. Permitsof questions
evaluation usersand answers.

ncircumstance

v

=

data
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4. | Closed, fixed Questions andData analysis isRespondents
response response simple; responsesmust fit their
interview categories arecan be directly experiences

determined in compared andand feelings
advance. readily into the
Responses areaggregated; manyresearcher’s
fixed; guestions can becategories;
respondent asked in shortmay be
chooses from time. perceived a
among these impersonal,
fixed irrelevant,
responses. and
mechanistic.
Can  distort
what
respondents
really mean
or
experienced
by o]
completely
limiting their
response
choices

Source: Patton, Qualitative Evaluation and Reseavtdthods (c 1990),
Table 7.1 pp. 288-289. Used with permission of agsication.

3.2 Observation Technique and its Characteristics

In educational research, an observational technigag be operational
defined as a process whereby individuals or groapgpeople are
“commissioned” to watch and record the happeninggvents or even
study behavioural patterns in settings of interdsthas been the
prevailing method of inquiring. Observation congsuo characterise all
research: experimental, descriptive and qualitative

Characteristics of a good observation include tlewing:

1. A carefully planned observation, in which obserkeows what
they are looking for and what is relevant in aaiion.
Observers are aware of the wholeness of what srobd.
Observers are objective.

Observers separate the facts from the interpretafidacts.
Observations are checked and verified, whenevesilples by
repetition or by comparison with those of othempetent
observers.

aprwN
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6. Observations are carefully and expertly recorded.
3.2.1 Typesand Usesof Observation Technique

Observations may be direct or inferential. An olsaBon is said to be

direct when the observer is involved in the firahtl experiences of the
happenings of given situations. But an observai®rdescribed as
inferential when researcher draws inferences on libsis of the

observation report supplied by another person @ngof persons.

According to Okpaleaet al, Yoloye (1997), observational data could be
useful in the following:

o Measuring classroom process variables

° Measuring programme implementation

o Identifying difficulties in programme use

o Identifying changes introduced by teachers
o Indentifying typical instructional pathways
o Supplementing data from other sources.

3.2.2 Observational Rating Scale

When observations are systematically planned tdéoviolorganised
patterns, the observations serve as measuringumstits. Such
observational measurements are usually describeabasrvational
rating scales. There are three major observatiaialg scales namely:

) The category rating scale
1)) The numerical rating scale
iii)  The graphic rating scale

In the category rating scale, a major variable unonsideration is
broken into categories from which an observer damose to describe
the characteristics of the behaviours observedheraittributes of the
objects observed. For example suppose a reseantdtezs to study the
degree of students’ participation in given lessbhe variable under
consideration is students’ participation. An obsemay then be asked
to rate students’ participation in a given lessgnuising this type of
category item.

What is the degree of students’ participation ie fesson observed?
(Select only one option).
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A. Very Active

B. Active

C. Merely Active
D. Passive

E. Very passive

The numerical rating scales are a kind of measumenre which
numerical strength is given to different categonéshe category rating
scale (see example above). For instance, in the@eaon the degree of
participation, numbers like 4, 3, 2, 1,0 may bdagmed to very active,
passive and very passive respectively.

For quantitative analysis, the numerical ratingescs very useful when
numbers are assigned to categories; the measurerasntireated as
measures on interval scales (i.e. computerisatiging from numerical
rating scales are treated under parametric statiatid certain statistical
test such as t-test; analyses of variance, multggdyession analysis may
be employed to compare computations obtained fiberdint variables
as a result of the use of the numerical ratingescal

While dealing with rating scales in observationtchniques;
researchers are implored to identify categoriesh be¢rbally and
numerically. i.e.,

Very Active 4
Active 3
Merely active 2
Passive 1
Very passive 0

Graphic rating scales are those constructed limeb @ars used to
represent the description of the different catezgom rating scales.

SELF-ASSESSMENT EXERCISE
Briefly discuss types and uses of observation tegcien
3.3 Psychometric and Sociometric Test as Resear ch I nstruments

Psychometric tests are those ‘pen and pencil tdssigned to measure
cognitive levels of developments of individualsy&sometric tests may
be in form of Academic Achievement tests, Quanti&atand Verbal
Aptitudes tests diagnostics tests. Psychometricugsd in educational
research may be adapted standardised tests oralesedesigned tests.
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Sociometric tests are those tests designed to stiedievel of attraction
and repulsion of members of a given group. Sociomadst items may
be in form of the example given below.

I With whom would you like to work, or play ot sext to attend a
party?

. Name two members of your class you like best
In educational research, sociometric tests mayskee for:

a) Choice of people
b) Choice of lines of communication.

SELF-ASSESSMENT EXERCISE

Discuss the numerical and graphic rating scale.

40 CONCLUSION

From our discussion in this unit, it is evidenckdttinterview is a social
relationship designed to exchange information betwespondent and
interviewer. In addition, observation technique,ygiometric and
sociometric tests are all research instruments tgecbllect data in
educational research.

50 SUMMARY

In the last two units (4 and 5), you were taughtwvhto obtain
information (data) for educational research. Int dniyou have treated
research instruments and questionnaire. In uryob,learnt about how
interview, observation, psychometric and sociomé#&chniques can be
used in research.

6.0 TUTOR-MARKED ASSIGNMENT

1. State one purpose of conducting an interview.

2. Mention one characteristic of the interviewdguapproach.

3. Explain psychometric and sociometric tests i &search
instruments.
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MODULE 3 RESEARCH POPULATION AND
SAMPLING TECHNIQUES

Unit 1 Concept of Population and sample

Unit 2 Sampling Techniques: Probability and Nowokbzbility-
Random and Stratified sampling.

Unit 3 Cluster and Multi-stage sampling Techniques

Unit 4 Non-Probability sampling Techniques

Unit 5 Sample size and Sampling Errors

UNIT 1 CONCEPT OF POPULATION AND SAMPLE
CONTENTS

1.0 Introduction
2.0 Objectives
3.0 Main Content
3.1 Population
3.2  Types of Population
3.3 Sample
4.0 Conclusion
5.0 Summary
6.0 Tutor-Marked Assignment
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1.0 INTRODUCTION

Now that you are familiar with the research desigvailable to be used
in undertaking a research project, the next tagngage in before going
into the research proper is the identification ofsearch
participants/subjects /respondents. These terms wased inter
changeably. Research subjects or respondents aogda Nwankwo
(1984) are participants being used for a resear@nanvestigation or
experiments. The subjects could be people, animastitution,
countries, states, specimens and so on. Resear@hdse carried out on
animate and inanimate objects, all depends onrteed disciplines you
have interest. Research subjects are called pogulat

In this unit we shall look at research subjectsopen and distance
learning education. Before going into techniquasgketting this people
let us familiarise ourselves with basic concepts population and
sample.
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20 OBJECTIVES
By the end of this unit, you will be able to:

define population

enumerate types of population

distinguish between finite and infinite population
illustrate with examples research sample.

3.0 MAINCONTENT
3.1 Population

Population of a research is the universe of sonoeimof people or
objects in which the researcher is interesteds lailarge number of
people living in a geographical area, e.g. a cqurdtate, local
government. Population in research transcends leymeople but
includes events, animal and objects which or wheoraembers of the
target of the study. Population is limited to a Ivekdfined group within
which the research findings are focused. Nworgu9{)Sstated that
population is defined in such a way that the rasaftinvestigation are
generalisable unto it. For instance, Mr. Okezie mdsfine his
population as all Junior secondary school studen#&bia State or all
PGDDE students in National Open University of NigeAny person
that does not possess the characteristics defimedoi part of the
population.

3.2 Typesof Population
Population can be categorised into:

0] Target Population

(i)  Accessible population
(i) Finite Population

(iv)  Infinite Population.

Let us briefly look at them one by one.

Target population is all the members of a specifeslip to which the

research is related while accessible populatiotudes those elements
in the group within the reach of the researchekeTar example, target
population may be Open and Distance Learners inKadbtate, if these
are ODL students within the reach of the researcher

For finite and infinite population, when target pidagion has definite
number of elements that are countable it is saigetdinite e.g. number
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of JSS3 students in Oyo State. Whereas, if thelptpo has indefinite

number of elements, it is said to be infinite- engmber of grasses in a
field. You also need to note that generalisationmisre applicable

validly to the accessible population than they wloaply to the target
population. The population should be such thagait provide the most
authentic and dependable data necessary for sqivoiems.

A researcher may decide to study entire populatioen:

0] He has a lot of time at his disposal

(i)  The population of study is small — If a populatiowolves a very
few people, institutions, or other objects, ibetter to study the
entire population.

(i)  Adequate human and material resources are available

(iv) Itis necessary to make a complete count of entembers of the
population.

(v)  When topics warrant the study of a specific groand guch a
group is differentiated from any other group.

Also, a researcher may focus only on a portiorhefdopulation when:

0] Members of population of the study is large
(i)  Human and material resources are inadequate
(i)  Time for the study is limited.

The characteristics of a population are called ipatars. These include
mean (1), median, range, variances?] standard deviationof |,
population correlation coefficient ( R ) and so on.

SELF-ASSESSMENT EXERCISE

I Enumerate six research subjects you know.
. What is population?

3.3 Sample

We now take a step further to examine sample. Hane bought a
clothing material before by taking its sample te tharket or a supplier
to bring a sample of goods to be supplied? Sudngke represents the
entire cloth or goods in all ramifications in termfquality and other
features. So, also as we have discussed, populsigoments may be so
large that the investigator requires taking a “Haliccalled sample to
undertake his study. A sample is a smaller grouglements drawn
through a definite step from a defined populatiGeneralisation could
be made and references are drawn based on thevatiser Knowledge
obtained on the sample should be transferred taeepbpulation.
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Taking a sample of the population reduces time e@ogts that would
have been spent.

Population Sample

) W g

Fig.1 1. Representation of Population and Sample

Therefore, from figure 1.1 you can infer that saen a subset of
population that is studied. For instance, Samplels and c are taken
from the population frames of A, B, and C respeativ All samples
should represent the population from which they @m@wn to avoid
errors in the sampling. The main objective of sangésigning is to
keep sampling error at the lowest possible levaein§e characteristics
are sample mean X, sample variancd,(§ample standard deviation (s),
sample standard error)ssample correlation (R ) and so on.

SELF-ASSESSMENT EXERCISE

I Distinguish between target and accessible paoula
. Why should a sample be representative of itepiapopulation?

3.3.1 Need For Sampling

Large population can be conveniently covered.
Time, money and energy is saved.

Helpful when units of area are homogenous.
Used when percentage accuracy is not required.
Used when the data is unlimited.

3.3.2 Advantages and Disadvantages of Sampling

Advantages of Sampling
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> Economical: Manageable sample will reduce the cost
comparism to entire population.

> Increased speed: The processes in researchedilection of
data, analysis and Interpretation of data etc taks time with
samples than with the population.

> Greater Scope: The handling of data is easiermaadageable
when dealing with a sample. You have comprehenstope and
flexibility existing if you are using a sample.

> Accuracy: Due to limited number and area of cayer
completeness and accuracy is possible. The miocesf data is
done accurately yielding authentic results.

> Rapport: Better rapport is established with tleepondents,
which helps in validity and reliability of the rdts.

Disadvantages of Sampling

+ Biasness: Chances of biased selection leadingrrmneous
conclusions are possible. Bias in the sample Ineags a result of
faulty method of selection of individuals or theture of
phenomenon itself.

+ Selection of true representative sample: Where giablem
under consideration is of a complex nature, it haydifficult to
select a true representative sample; this wilecffthe results,
which is not going be accurate.

+ Need for specialised knowledge: The researcher sneed
knowledge, training and experience in samplinghnéegue,
statistical analysis and calculation of probalbii®re Not having
them may lead to serious mistakes.

* Changeability of units: If the units of a populatiare not
homogeneous, the sampling technique will be unstie At
times, all the individuals may not be accessibienmay be
uncooperative. In such a case, they have to baaegh This
introduces a change in the subjects to be studied.

* Impossibility of sampling: Sometimes populatiortae small or
too heterogeneous to select a representative samppl such
cases ‘census study’ is the alternative (Inforamat@bout each
member of the population) Sampling error also cobmecause of
expectation of high standard of accuracy.
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3.3.3 Characteristics of a Good Sample
A good sample should possess the following charatitss:

A true representative of the population

Free from error due to bias

Adequate in size for being reliable

Units of sample should be independent and relevant
Units of sample should be complete precise ani date
Free from random sampling error

Avoiding substituting the original sample for cemence.

AN N NN NN

40 CONCLUSION

You have learnt in this unit that you are to idintyour target
population and select the sample when carryingaaesearch. You will
also know that these conditions at times warranot ysing of the entire
population. It is necessary to emphasise that researcher fails to
choose a sample that is not a representative dadritiee population, the
results of the investigation will be faulted. There, the need for you to
understand the various sampling techniques youeraploy to select
sample in the subsequent units. Proper sampliables the researcher
to generalize the findings on the population.

5.0 SUMMARY

In this unit, you have learnt that research subjecé participants used
for a research or an investigation you have comesagthe population
IS universe of research subjects that researchertasested in. Four
types of population were also discussed and théaeapon of sample
was given. The conditions for using entire popolair a portion of the
population were also discussed.

6.0 TUTOR-MARKED ASSIGNMENT

1. Differentiate between population and sample.
2. Mention three characteristics each, of poparieand sample.
3. Explain with reason why a sample should beesgntative of

population in all ramifications.
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1.0 INTRODUCTION

In unit 1, we discussed population and sample. Rtipn was seen as
the totality of the elements in a universe on whadatesearch is focused.
You will also remember that we described sample asib-set of the
population on which the actual research is camigid Do not also forget
our emphasis on the fact that a sample must beedyoghosen so as to
generalise the findings on the entire population.

In order to achieve this, it necessary to discuasous sampling
techniques that you can use to get the requireghlsafior your study. In
this unit, we shall categorise sampling technigaés two: probability
and non-probability also discuss random and stratified sampling.

2.0 OBJECTIVES
By the end of this unit, you will be able to:

define probability sampling

illustrate with examples non-probability sampling

explain random sampling

select sample using the table of random members
differentiate between simple and systematic randampling.
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) explain stratified sampling techniques with exaraple
) state 2 advantages and disadvantages each ofietrgd&mpling
technique.

3.0 MAINCONTENT
3.1 Probability and Non-Probability Sampling

Sampling Techniques

Population and sample answer the question of whehiech in research
but question of how to get the sampling. Sampliaghhiques to be
employed also depend on the research design radtihe problem, type
of hypotheses and research instruments.

Sampling therefore refers to taking a portion gfogulation or inverse
as a representative of that population for instaacehool administrator
who wants to find out the feelings of the studemtsthe new school
policy on discipline need not to go through alltyoclasses in school but
may randomly select ten from each of the clasddamneschool.

Sampling procedures are categorised into two:

) Probability sampling
1)) Non-probability sampling

Let us consider them one by one with the sampigwdniques
under each.

3.1.1 Probability Sampling

Probability sampling procedure is any method of garg the use some
forms of random selection, to which, it involvese tkelection of a
sample from population based on the principle ofdamisation or
chance. Such techniques afford every member optpeilation equal
likelihood or chance of being included in the sagmpProbability

sampling is more complex, time consuming and cosilgere are
several ways to select a probabilistic sample. &hagailability or

sample frame, how spread the population is, howlycdsis to survey

members of population and how users will analysedéita. The goal of
probability sampling is to put sampling errors tardst minimum and
also minimise the time and cost of conducting theestigation.
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Probability sampling techniques are:

) Random sampling (simple, systematic, table of nus)be
1)) Stratified sampling
i) Cluster sampling
iv)  Multi-stage sampling
Each of these would be looked at in more dettakla

3.1.2 Non-Probability Sampling Method

Non-probability sampling is when the elements ideld in the sample
are not determined by chance. The researcher sdalease sampling
units using his own opinion since elements are emawbitrarily. No

assurance is given that each item has a chana@ng Imcluded, making
it impossible either to estimate sampling variapilor to identify

possible bias. Also, there is no way of measurepifeeision of the
resulting sample. However, probability sampling useful when
descriptive comments about sample are requiredy Tdre quick,

inexpensive and convenient. Types of sampling teclenthat fall into

non-probability sampling are:

)] Convenience sampling
1)) Quota sampling

1)) Purposive sampling

Iv)  Panel sampling

3.2 Random Sampling

Below examining random sampling, let us look at tien ‘random’.
Random is difficult to define. Literarily, it meansaphazardness,
accidental without aim or direction. Events aregatdom if we cannot
predict their outcomes. Randomness therefore, m#aisthere is no
law, capable of being expressed in language thaectty describes or
explains events and their outcomes. We cannot girediether a coin
tossed will be heads or tails.

Random sampling is the method of drawing samples fa population
such that every possible sample of a particulag Bas an equal chance
of being selected. Kerlinger and Lee (2001) als® ssndom sampling
as that method of drawing a portion (a sample) gfoaulation of
universe in which each member of the universe nascaual chance of
being selected. This definition is limited and msatisfactory. A better
definition is given by Kirk (1990) as a sample draat random is
unbiased such that no member of the populationnhaie chance of
being selected than any other member.
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3.2.1 Typesof Random Sampling

Random sampling can be classified into two:

o Simple random sampling

o Systematic random sampling

Let us examine them each type of random sampliegoyrone:

3.2.1.1 Simple Random Sampling

In simple random sampling, each member in the sanmame (the
population under study) has equal and independeahce of being
included in the sample. This method involves selgcat random frame
the required number of subjects or elements for shenple For
example, chosen from a bag containing 309 balls by slipping hands into
the bag to pick a sample. The probability of drawing each elements is
1/300. The process of picking from a bag is catler'ballot’ method or
fishbowl technique.

Oredein identified four ways in which a random sémpay be drawn:

- Tossing of the coin or throwing of the die

- By means of lottery where each item in the popoiatis
represented by a piece of paper. These are toeouihly mixed
up, and a sample of appropriate size ‘n’ is pickat at random
without replacement.

- By means of random number tables

- Use of the computer

Using table of random numbers

Let us say we want to select a sample of 10 o68ddchools to be used
in a research, we take a list of the schools amdben them from 1 to
58.
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1 2 3 4 5 6 7 8 9 10
0 9 8 0 7 6 0 7 7 8
0 8 2 1 2 4 7 8 7 7
1 7 3 3 5 3 6 0 3 9
4 6 4 7 6 1 0 3 9 9
5 1 5 3 5 9 4 7 7 3
6 2 2 0 8 2 2 9 7 5
3 4 0 1 2 2 9 3 0 1
3 1 4 8 9 0 1 3 5 1

Fig.2.1

You can enter into the table through any columy,cedumns 3 and 4 to
take the first 10 numbers that fall within 1 to G&e first would be 2
from column 3 and 1 from column 4 to make 21, fwllby 33, 47, 53,
20, 01(1), 48, then from column 5 and 6, we have224and 07(7) from
columns 7 and 8. Therefore, schools number 2143353, 20, 1, 48,
24, 22 and 7 are randomly selected sample schodi tused for the
study.

3.2.2 Stepsin Simple Random Sampling

Let us now put together the required steps thahacessary for carrying
out random sampling. They are:

Identify and define the population

Determine the desired sample size

List all members of population

Assign all individuals on the list a consecutivenier from zero

to the required number, say 01 to 20.

Select an arbitrary number in the table of randamimer (close

your eyes and point)

6. For the selected no, look at only the number oitsligssigned to
each population member e.qg. if the population 8@snembers
you only need to use the 2 digits

7. If the number corresponds to the number assignemhé¢oof the

individual in the population then that individualin the sample-

HwnNPE

o
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e.g. if a population had only 200 members and tiraber selected was

175, the individual assigned 175 would be in thaa. If a population

had only 150 members, then 175 would be ignored

8. Go to next number in the column and repeat steptil the
desired number of individuals has been selectethtbsample.

3212 Systematic Random Sampling

In systematic sampling, the investigator is awdréhe exact population
(e.g. 200) and he knows the sample size (e.g. @8ng systematic
sampling, divide the total population by samplegi200/20) to get 10.
This becomes the basis for selection. List theestibjof population and
alphabetically order them. You select every 10tenm@nt of the
population to get the 20 samples. This type of wetis easier and
quicker to apply.

Stepsin systematic sampling
Systematic sampling involves the following steps:

Identify and define the population

Determine the desired sample size

Obtain a list of the population

Determine what K is equal to by dividing the sizé the

population by the desired sample size

5. Start some random place in the population lists€lgour eyes
and stick your fingers on a name

6. Start at that point, take ever{' kame on the list until the desired
sample size is reached

7. If the end of the list is reached before the désisample is

reached, go back to the top of the list.

hPoObdPE

SELF-ASSESSMENT EXERCISE

1. Explain the term ‘random’

2. Using the table of random of numbers presentethis text,
select five samples ranges from 8 to 50 that wheldised for a
research starting from column 5.

104



ODL 732 MODULE 3

3.3  Stratified Sampling

As you have been familiar with population, sampled random
sampling, another type of probability sampling tagoes we shall
discuss in this unit are stratified and multi-stagenpling. Let us take
them one after the other.

3.3.1 Description of Stratified Sampling

Some events are naturally grouped together, fomela dry and wet
season events, night and day, light and darknksgyst on land, water
and air. Human beings could also be grouped intte/fieanale (sex),
those in rural and urban (location) muslims, Crhaist and tradition
worshipers (religious), public and private (schiogde) and so on. Our
knowledge of these groupings connotes the termtifgtegion. In
stratified sampling the researcher firstly dividles population into sub-
groups or strata depending on the number and tysailmgroups that
exist in the population and the objective of thedgt

Then random samples are drawn from each stratainstance, if the
population consists of 62% of men and 38% of wonerstratified
sample of 100 participants would contain 62 menZhdomen. The 62
men would be selected randomly from available grotipnen and 38
women would be randomly selected from the groupmeh. This is
proportionate stratified random sampling. When thiocedure is
performed correctly it is more superior to sim@adom sampling.

Let us take another example, in a population of030@ relative sizes
and proportions of the elements from various lacasitrata (rural, semi-
urban, urban are as contained in table below:

Rural Semi-urban | Urban Total
Size 50C 150( 100C 300(
Proportior 10% 50% 40% 100%

The number or samples from each location is caledlahus if the

researcher wishes to draw a sample of 1000.

Rural = 10/100 x 1000 = 100
Semi-urban = 50/100 x 1000 = 500
Urban = 40/100 x 1000 = 400
Total sample to drawn = 1000
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Out of the population of 3000, the first thing tetekmine is the
proportion of the desired sample size (i.e. 1000)relation to the
population and multiplies the size of each stratarthe population by
this proportion.

Disproportionate stratified random sampling is aialy the same as
proportionate random sampling except that in tlegprtionate random
sampling, the relative proportions of the stratathe sample do not
correspond to their relative proportions in the ydapon. Some strata
may be over-represented or under-represented insdneple. This
means that some strata will be assigned more waigthtothers weight
than their respective weights in the population;trat irrespective of
their weights in the population each stratum isgaesl the same thing.

3.3.2 Stepsin Stratified Sampling

The steps in stratified sampling are similar tosthan random sampling
except that selection is from sub-goings in theyteion rather than the
population as a whole. That is, random samplinglase more than
once, it is done for each sub-group stratified dargpinvolves the

following steps.

1. Identify and define the population

2. Determine desired sample sixe

3. Identify the variable and subgroups (strata) foroltyou want to
guarantee approximate, equal representation

4, Classify all members of the population as membéne of the
identified sub-groups

5. Randomly select an appropriate number of individuain each

of the subgroups, appropriate in this case meaaimgequal
number of individual.

A stratified sampling approach is most effectiveewtthree conditions
are met:

1. Variability within strata is minimised. There shdunot be
characteristic difference among all the elementsthe same
stratum. If there is any it must be very little as to give all
members in that stratum equal chance of beingcteeleafter
stratification.

2. Variability between strata is maximised. One simameeds to
be unique on its own right. Characteristics & #lements in a
stratum A are different from features of the elataan stratum
B. Distinctiveness of each stratum is emphasised.
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The variables upon which the population is stradifiare strongly
correlated with the desired dependent variable.

3.3.3 Advantages and Disadvantages of Stratified Sampling
Techniques

Advantages
Strengths of stratified random sampling:

- It ensures greater representativeness of the samefaéve to
population

- It guarantees that minority section of the popolatiare
represented in the sample

- Reduction in sampling error permit greater balag@hstratified
power of test of difference between strata by dmmgpequal
numbers from strata varying widely in size.

Disadvantages

- Very difficult and time consuming

- Demands prior knowledge of the composition of tbpugation
- Difficult if not impossible to attain

- Classification error cannot be ruled out

SELF-ASSESSMENT EXERCISE
Compute the sample elements from a population@#®in each of the

strata in the table below if a sample of 2,500dsbe taken in the
proportion stated

Zone A ZonekE |ZoneC |Zone [ | Total
Population Siz | 150( 80C 120C 50C 400(C
Proportior 4C .2C .3C AC
Sample siz

40 CONCLUSION

You have discovered from this unit that samplintags the taking of a
portion of a section of population to be used assaarch subject frame.
In random sampling techniques, the researcher gimesgy member of
the population equal chance of being selected. &ansampling could
take the form of simple and systematic samplingrieques. Systematic
random sampling relies on arrangement of targetladpn according
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to some ordering and then selecting elements ataemterval through
that ordered list. In stratified sampling technisjuéhe population is
organized into categories called ‘strata’ which sampled as an
independent sub-population, out of which individeééments can be
randomly selected.

5.0 SUMMARY

In this unit, you have learnt that sampling teches could be
probabilistic or non-probabilistic. Random and sfied sampling
techniques were also discussed using specific ebemmdt was
emphasized that stratified sampling is usually lceting random
sampling before the final sample are chosen.

6.0 TUTOR-MARKED ASSIGNMENT

What is probability sampling technique?

Give three examples of non-probability sampling

Explain the term random sampling.

Distinguish between simple and systematic randampling.

How do you explain stratified sampling? Givexamples.

o a0 kA w D P

Enumerate 2 advantages and 2 disadvantagestratifiex
sampling technique.

7.0 REFERENCES/FURTHER READINGS

Kerlinger, F.N. & Lee (2000)Foundations of Behavioural Research.
Australia: Thomson Learning Inc.

Kirk, R.E. (1990).Satistical: An Introduction. Forth Worth: TX Holt,
Rinehart and Wiston.

Oredein, A. (2004)Research Method. Lagos: Ababa Press Ltd.
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1.0 INTRODUCTION

In the last unit, we discussed probability sampliagdom and stratified
sampling techniques. Random sampling was divided simple and
systematic while stratified sampling was discusa#ti the conditions
for its effectiveness. Cluster and multi-stage dargptechniques are
other probability sampling techniques which wils@lbe discussed in
this unit.

20 OBJECTIVES

By the end of this unit, you will be able to:

o explain cluster sampling

o list the steps involved in cluster sampling

o state two advantages and disadvantages each tdrctasnpling

o select desired sample from target population usmifi-staged
sampling

o illustrate with examples cluster and multistage glamg methods.
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3.0 MAIN CONTENT
3.1 Cluster Sampling

Description of Cluster Sampling

Cluster sampling randomly selected groups, notviddals. All the

members of selected groups have similar charattsrislt is most

useful when the population is very large or spreagr a wide

geographical area. Any location within which wedfian intact group of
similar characteristics (population members) issidu Examples of
clusters include classrooms, market place, statig, hospitals, and
department stores and so on. Cluster sampling lysoablves less time
and expense and is generally convenient. For exgnips easier to use
all Biology SSIlI students in several classes thawesl students in
many classrooms or it is easier to use all the leeiopa limited number
of city blocks than a few people in many city blecKluster sampling is
easier than sample random or stratified sampling fecessarily as
good.

3.1.1 Stepsin Cluster Sampling

Identify and define the population

Determine the desired sample size

Identify and define a logical cluster

List all clusters that make up the population ofstérs
Estimate the average number of population membearslpster

o gk wh P

Determine the number of cluster needed by dividhng sample
size by the estimated size of a cluster

~

Randomly selected the needed number of clusters
Include all population members in each selectestefu

This sampling plan is a lot easier to apply whetarge population or
large geographical area is to be covered. In a whster sampling
method is related to deliberate sampling becauseintestigator has
reason to believe that a particular larger popaativould contain a
greater number of the type of cases required ®sthdy. This sampling
approach must combine other methods of randomtgeiefor it to be

useful.
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3.1.2 Advantages and Disadvantages of Cluster Sampling

Advantages

o More cost effective

o Allows flexibility since other forms of sampling clol be
introduced at various stages

o Automatic availability of large sample

Disadvantages

) Greater sampling error is associated
o Tendency of bias of the resultant sample
o Difficult to control elements from one sample ufiim mixing

up with elements from another sample unit.
SELF-ASSESSMENT EXERCISE
How is cluster sampling different from stratifieanspling?
3.2  Multi-Stage Sampling
Multi-Stage Sampling: What it is

Cluster sampling can be done in stages involvirigctien of clusters
within clusters. For example, a state in a geogcaplzone, then local
governments in the state, then schools in the lgoaérnment and then
classrooms in the schools could be randomly seled¢te sample
classroom for a study. This process is called rsttge sampling. This
iIs a complex form of cluster sampling in which teo more levels of
units are embedded one in other. Using all the gaglpments in all the
selected clusters may be prohibitively expensivearnecessary. The
technique is used frequently when a complete fistllonembers of the
population does not exist and is inappropriate.e Tifst stage consists
of constructing the clusters that will be used @&mple from. In the
second stage, a sample of primary units is randaelgcted from each
cluster. In the following stages, in each of thasdected clusters,
additional samples of units are selected and soAdnindividuals
selected at the last step of this procedure are gwveyed. This
technique is essentially the process of taking esandubsamples of
preceding random samples. Also, to sample househdMigeria, first
Nigeria can be divided into states which are used aample of states.
States could be divided into local government agreasl using as a
sample frame, select a sample of local governmamdiscities (towns)
from selected Local Government Areas. We couldycarr in this way
until we get down to the sample of households tmteviewed.
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3.2.1 Advantages and Disadvantages of M ultistage Sampling

Advantages

. It reduces the large cost, time and energy assatiatith
traditional cluster sampling

. convenience of finding the survey sample

. normally more accurate than cluster sampling fer ghme size
sample

Disadvantages

o It is prone to sampling error in each stage of dangp

o It is not as accurate as simple random samplingefsample is
the same size

o More testing is difficult to do

3.2.2 Steps in Multi-Stage Sampling

1 Identify and define the population

2. Determine the desired sample size

3. Divide the entire population into sample fraatdirst stage

4 At second stage, population unit are randondiecied from
selected cluster in (3)

5. From each of the selected cluster in (4) selaother sub-cluster
for another stage
6. Randomly select needed number of clusters fkvere the final

sample would be picked.
SELF-ASSESSMENT EXERCISE

With specific examples, illustrate how you wouldeumulti-staged
sampling technique.

40 CONCLUSION

It is evident from this unit that cluster sampliteghnique utilises the
opportunity of selecting groups of sample that hasenilar
characteristics from a particular location. It sy applied to a large
population. Also, you have learnt from this unitathmulti-staged
sampling is a form of cluster sampling in whichgeta of selection are
followed before arriving at the final sample toused for a study.
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5.0

SUMMARY

The key points of this unit which you must havesefively learnt are:

6.0

7.0

Cluster sampling is a form of probability sampling

Cluster sampling fosters possible selection of psouof
population in which data collected on groups mayoic
introduction of confusion by isolating members

Multi-staged sampling can also make up probabsg#éynple by
random at stages and within groups

All complexity in form of sampling and standardas should be
removed before a researcher could successfullyty appuilti-
staged sampling method.

TUTOR-MARKED ASSIGNMENT

Briefly explain the term cluster sampling.

Enumerate steps that are involved in clusterpdiag.

Select a sample of 1000 from target populatib@®DL Nursing
students in South-west, Nigeria.

Identify two advantages and disadvantages eafctcluster
sampling and multi-staged sampling.

REFERENCES/FURTHER READING

Kerlinger, F.N. & Lee. (2000)Foundations of Behavioural Research.

Australia: Thomson Learning Inc.
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1.0 INTRODUCTION

As was noted in Units 1 and 2 of this Module, sangpltechniques
could be categorised into probability and non-pholig. In those units,
we discussed in detail simple random, systemdtiatifeed, cluster and
multi-staged sampling as examples of probabililm@giang techniques.
In this unit therefore, we shall move on to discuss-probability
sampling techniques

20 OBJECTIVES

By the end of this unit, you will be able to:

o define purposive and quota sampling
o distinguish between accidental and panel sampling
) explain how to use quota sampling in obtaining damp

3.0 MAINCONTENT
3.1 Purposive/Judgmental Sampling

In  purposive sampling, specific elements which séati some
predetermined criteria are selected based on s®é&s judgement. He
exercises this judgement in relation to what hakhiwill constitute a
representativeness of such samples (Nworgu 198itpoBive sampling
sample is the one that is selected based on thevikdge of a
population and purpose of the study. The researngitks sample that
the met the specific characteristics of the purpasethe study.
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Researcher using purposive sampling exercise digment in relation
to what he thinks constitute a representative samjith respect to the
research purpose. For instance, an investigatghtnpurposively use
all S.S.S. 2 students in his study because ofath@nfing reasons:

0] they have completed substantial aspects of théalsys
(i)  They are more mature

(i)  They are not preparing for any external examination

Advantages and Disadvantages of Purposive Sampling

Advantages

o It is relatively cheaper and easier

o It ensures that only those elements those relestments are
included

Disadvantages

) Some limitation is imposed on any generalisatioasien
) It requires a great deal of knowledge of the charatics of the
population

3.2  Quota Sampling

Have you heard of quota system in Nigeria espgciallthe areas of
admission into federal institutions and employméanto Federal

government ministries? Each state is given a plafcadmission or

employment and the position is filled by those merslof the state and
none else. Also, a researcher might ensure thatfgpelements will be

included in the sample having particular charastes of interest to
him/her. Selected individuals come to fill a quditg characteristics
proportional to populations.

When quota sampling is involved, the data gatheaeesgiven exact
characteristics and quota of persons to be used.ingledes any
category of the population that is of particulatenest to him. For
example, a research may want to sample 25 workioghem with
children under the age of 16 or 30 working womethwio children
under the age of 16. When quota sample is useghlgadho are less
accessible are under-represented.
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There are two types of quota sampling:

) Proportional
1)) Non-proportional

In proportional quota sampling, the researcher svaatrepresent the
major characteristics of the population by samplagproportional

amount of each. For instance, if he knows the mamr has 40% boys
and 60% girls and he wants a total sample of 1@Owil continue

sampling until he gets those percentages and then s

Non-proportional is less restrictive, the researclspecifies the
minimum number of sample unit he wants in eachgmate He is not
concerned with having numbers that match the ptapw in the
population.

Advantage and Disadvantage of Purposive Sampling
Advantage

o It ensures selection of adequate number of subjedth
appropriate characteristics

Disadvantage

o It is not possible to prove that the sample is espntative of
designated population

3.3 Convenience/Volunteer/Accidental Sampling

Convenience sampling is also referred to as actateampling and

basically involves including in the sample whoevaappens to be
available at that time or either asking for vol@ante The only

determining factors are the researchers. Conveaiand economy in
terms of money and time. For example, a televiseporter who just

interviewed any person that comes his ways in agodar area is doing
accidental sampling. Also, suppose you want toysthé effectiveness
of study-habit training on the achievement of ODésh students. You
ask for volunteers from NOUN students class andtG@ents volunteer.
Of course they are not representative of all newlestts. They may be
students who are not doing well academically bstwvthat they were. If
you send a questionnaire to 200 randomly selecteglp and ask the
guestions “how do you feel about questionnaireppese 80 responded
and all 80 indicate that they love questionnaireShould one then
conclude that the group from which the sample walecsed loves

116



ODL 732 MODULE 3

guestionnaire? No. The 120 who did not respond nuyhave done so
because they hate questionnaire.

34 Pand Sampling

Panel sampling is the method of first selectingr@ug of participants

through a random sampling method and then askiaggtoup for the

same information again several times over a peviotine. Therefore,

each subject is given the same survey at two oermomts, each period
of data collection is called a ‘wave’. It allowstinates of changes in
the population for example with regard to chrofiizeiss of students to
study stress and to weak academic performance.niéiisod could also
be used to inform researchers about within-persaitih changes due to
age. This method is usually used for longitudiredearch in which a
researcher is interested in changes that happie @roup over a period
of time.

SELF-ASSESSMENT EXERCISE

Differentiate between quota and disproportionatieatified random
sampling.

40 CONCLUSION

In this unit we discussed typical examples of noobpbility sampling
techniques such as purposive, quota, accidentapanel which involve
to a large extent non-random selection of sample.

50 SUMMARY

This unit emphasised and explained various nonglitity sampling
techniques. We saw differential characteristichas

o Purposive sampling hand-pick subjects on the bafsispecific
characteristics

o Quota sampling select sample as they come to fduata by
characteristics proportional to the population

o Accidental or convenience sampling either ask f@unteers or

the consequence of not all those selected firpalyicipating or a
set of subjects who just happen to be available.

o Panel sampling is the selection of a group of subjéhat have
desired traits and using them over a period ot thm examine
charges of interest in them.
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6.0 TUTOR-MARKED ASSIGNMENT

1. Define the following: (i) purposive sampling @uota sampling

2. With specific examples, explain accidental asdowball
sampling techniques

3. Differentiate between proportional and non-prtipnal quota
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1.0 INTRODUCTION

Research findings are dependent, as much as pmssiblthe extent to
which the population of the study is defined andtlo& adequacy and
choice of the sampling procedure used in the st&lyce snowball

sampling technique is another way sampling non-gidity sample, we

shall discuss this concept in this unit in relationopen and distance
education so that you will understand what it isameand also

appreciate its importance.

20 OBJECTIVES

By the end of this unit, you will be able to:

o describe snowball sampling

° explain types of snowball sampling

o List and explain advantages and disadvantages oWwisal
sampling.

3.0 MAINCONTENT
3.1 Meaning of Snowball Sampling

Snowball sampling is a non-probability samplinght@ique that is used
by researchers to identify potential subjects udists where subjects are
hard to locate. It is also called chain referrahgpbng. Researchers use
this sampling method if the sample for the studyeisy rate or is limited
to a very small subgroup of the population. Thipetyof sampling
technique works like chain referral. After obsegvitihe initial subject,
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the researcher asks for assistance from the sutpetielp identify
people with a similar trait of interest.

The process of snowball sampling is much like agkiour subjects to
nominate another person with the same trait as ypedt subject. The
researcher then observes the nominated subjectsa@rithues in the
same way until the obtaining sufficient number wbjects.

For example, if obtaining subjects for a study tWaints to observe a
rare disease, the researcher may opt to use sHosemapling since it

will be difficult to obtain subjects, it is also ggible that the patients
with the same disease have a support group; beleg@observe one of
the members as your initial subject will then lgadi to move subjects
for the study.

3.2 Typesof Snowball Sampling

1 Linear snowball sampling

O—0O—0—0—0

The chain is in straight form that is one subjeentified the other and
the other identifies the next subject.

Fig.5.1

2. Exponential non-discriminate snowball sampling

O

%

ALY

Fig.5.2
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This form is in branching formation. The first set identifies two

subjects and those two subjects identified two-subjects each. The
branching continues till the required numbers difjscis for the study is
gotten.

3. Exponential discriminative-snowball sampling

®
O e

\6% I

This is in the form by which one subject identifi@eb subjects and one
will fits in for the purpose of research and theestwill not fit in. like it
was depicted in the diagram.

3.3 Advantages and Disadvantages of Snowball Sampling

Advantages of Snowball Sampling

1. The chain referral process allows the researdboerreach

populations that are difficult to sample when gsiother

sampling methods.

The process is cheap, simple and cost efficient.

3. This sampling technique needed little planningd afewer
workforce compared to other sampling techniques.

N

Disadvantages of Snowball Sampling

1. The research has little control over the samgphmethod. The
subjects that the researcher can obtain rely maom the
previous subjects that were observed.
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2. Representativeness of the sample is not gua@ntdhe
researcher has no idea of the true distributiothefpopulation
and of the sample.

3. Sampling bias is also a fear of researchers wimng this
sampling technique. Initial subjects tend to natenpeople that
they know well, because of this, it is highly pbss that the
subjects share the same traits and characterigtics, it is
possible that the sample that the researcherobihtin is only a
small subgroup of the entire population.

40 CONCLUSION

From this unit, you have seen that some populatiemare interested in
studying can be hard-to-reach/or hidden. Thes@dscpopulations such
as drug addicts, homeless people, individuals WKIHDS/HIV,
prostitutes and so forth. Such populations can dre-to-reach and/or
hidden because they exhibit some kind of socighsd, illicit or illegal
behaviours, or other trait that makes them a typaal/or socially
marginalised. Snowball sampling is a non-profitapibased technique
that can be used to gain access to such populations

50 SUMMARY

In this unit, you have learnt that snowball sampl@a non-profitability
sampling technique that is appropriate to use seasch when the
members of a population are difficult to locate showball sample is
one in which the researcher collects data on tlve members of the
target population he or she can locate, then askethndividuals to
provide information needed to locate other membérhat population
whom they know.

Different types of snowball sampling techniques \iz Linear; 2.
Exponential non-discriminate and 3. Exponentiatidmsinate snowball
were discussed. So also advantages and disadvantdgsenowball
sampling technique were discussed.

6.0 TUTOR-MARKED ASSIGNMENT

1. What is snowball sampling technique?

2. Explain the different types of snowball sampliaghnique.

3 What are the advantages and disadvantages wbatieampling
techniques?

4. Identify at least four (4) research areas wisai@vball sampling
technique will be appropriate.
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1.0 INTRODUCTION

We have mentioned sample size before in units4; tat it needs to be
discussed in much more detail to really descrilbbehalt is associated
with it. Also, sampling is affected by common esrdhat affect its
acceptability and effective use. You will learmrs®errors in research
that could impede your effective sample in paracuhnd research in
general. You will also learn in this unit, some sidierations that are
necessary for result-oriented sampling process.

20 OBJECTIVES

By the end of this unit, you will be able to:

o explain the terms sample size

) mention factors that necessitate the choice otlaagmple

o enumerate the criteria for chosen a sample

o compute adequate sample size from a population

o identify sampling errors

o list non-sampling errors that can affect the qualita research
o describe some considerations for effective sampling
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3.0 MAINCONTENT
3.1 SampleSize
Description of Sample Size

Oredein (2004) defines sample size as the numbenité in a sample.
Nwankwo (1984) had earlier conceptualised sampe as relating to
the representativeness of the sample to the populddut sample size
alone (in terms of number) does not constitute asgmtativeness. For
example, it is better to have a representative &angp 30 to a
population of 500, than to have a large unrepresest sample of 150
to a population of 500. The answers to the questiorpresentativeness
of the sample size may be found in a reasonableogjppation of the
value the researcher is seeking to estimate angrdusion with which
he wishes to estimate the expected value.

Another small samples have their own advantages @asse studies, and
sometimes where complex techniques of evaluatetgwior (like role
playing or interview) yet it remains true that tlaeger the sample, the
smaller the sampling error. Therefore, it is alwagger to increase the
sample size whenever it is possible to do so. Enepte size is function
of three factors;

0] Maximum allowable sampling effort

(i)  The number of standard error units associated thighlevel of
confidence specified.

(i)  The standard deviation of the population paramefté¢ne trait of
interest.

3.1.1 Criteriafor Choosing a Sample

Akuezuilo (2002) emphasised that the following dastshould be put
into consideration before a sample size is chosen:

0] The larger the sample size the smaller the magaitidampling
error.

(i)  Non-experimental studies should have the magnitddampling
error.

(i)  When sample groups are to be subdivided into smgittups to
be compared, the researcher initially should $elemough
samples so that the subgroups are of adequatéosibes or her
purpose.

(iv) In mailed questionnaire studies, because the p&genof
responses may be as low as 20 to 30 percent,ga laitial
sample mailing is indicated.
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(v)  Availability of subjects and cost of sampling exsecwill also
help to determine the sample size.

3.1.2 FactorsNecessary for Large Sample Size
Large sample size might be necessary due to tleaviolg factors:

1. A large number of uncontrolled variable aresiiatting without
prediction and it is desired to minimise their &gpe effects from
a large variety of situations representing differaccount and
combinations of these variables.

2. The total sample is to be divided into sevewabsamples and
these sub-sample categories are the actual dratsygparison.
3. The population is made up of a wide range afiables and

characteristics and small sample would run a higlhof missing
or misrepresenting many of these differences.

4. Differences in the results are expected tostmall and it is
important to insure against losing these diffeesndn the
distracting interferences of the inevitable erncasance.

For greater emphasis, whenever there is someiguest doubt
about sample size, the best approach is to setdarge a sample
as practicable since the larger the sample, thallemthe
sampling error.

Sample size also depends on the sample fractionpl8draction is the
proportion of the total population that is condetiby the sample.

For example: If the total population of the teashisr3000 sample size
of 300, the sample from is calculated thus:

n(p) = 3000
ns) = 300
S = ns) = 300 = _1

n(p) 3000 10

The sample fraction (bis 1/10
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3.2 Error Componentsin Research
Sampling Errors

Sampling error is the difference between samplénasbn and its
corresponding population parameter. Sample errmgsrelated to the
sample design itself and estimators used. The owstnon measure of
sampling errors is the variance of an estimateeowvdtives thereof. The
derivative is the standard error, which is simglg square root of the
variance. Sampling errors occur when samples afi&eln to have
characteristics identical with each other or witd population.

Sampling errors include;

0] Selected bias: when the true selection probalslidéfer from
those assumed in calculating results

(i)  Random sampling error: Random variation in the ltesiue to
the elements in the sample being selected at rando

Non-Sampling Errors

These types of error may induce systematic biaghénestimates, as
opposed to random errors caused by sampling er@nedein (2004)
identify five types of such errors. They are:

0] Imperfection in the sampling frame when the popofatframe
from which the sample is selected does not comptise
complete population under study or includes fareagments.

(i)  Errors imposed by deviation from theoretical sang#sign and
field work procedures. Examples: non-response, rgmo
households selected or person interviewed aneh so o

(i)  Improper wording questions — misquotations by titerviewer,
misinterpretation and other factors that may cafaskire in
obtaining the intended response.

(iv)  Unforeseen systematic biases in the sample selecdiose by the
field work procedures

(v) Data processing errors- This include errors risimgdentally
during the stages of response recording data eainy
programming.

Other non-sampling errors manifest in form of

0] Over-coverage- Inclusion of data from outside efplopulation
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(i)  Under-coverage- Sampling frame does not includenefgs in
the population.

(i)  Measurement error- When respondents misunderstand
guestion, or find it difficult to answer.

(iv)  Processing error- Mistakes in data coding

(v)  Non-response — failure to obtain complete data fedinselected
individuals.

3.3 Consderation in Sampling

The goal of the researcher should be to obtaim®kathat is as much
representative of the population as possible. Hewethis goal is not
always easy to realise in practice due to praclicatations such as
time, money and insufficient knowledge of the papioin. In the face of
these obstacles, the researcher has to take satoesfanto full account
while making decisions relating to sampling, Nwo(d991) identified

these factors.

()  Availability of Fund

The researcher has to choose such a sample tpassible to obtain

with the fund available to him. If obtaining a sdengntails a higher

cost than the researcher can afford, there is nohgacan have such a
sample.

(i)  Population

The size of the population has to be taken int@actwhile sampling.
Decision to study the entire population or a pdrit@lepends on the
population size. The larger the population, thedarthe number of
elements to be include in the sample.

(i) Accessibility

The accessibility of the elements is another ingrdrtconsideration
sampling. The decision to include an element indample must take
account of the accessibility of such an element.

40 CONCLUSION

In this unit, we have discussed that sample sizetne the true
representativeness of the entire population todasl dor a research. It
was also noted that larger sample size reduceslisgmgrrors. Four
factors were identified as necessary for usingdagmple size. We also
saw sampling errors as the difference between alsagstimate and its
corresponding population parameter. Sampling enrarkside selection
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bias and random sampling errors. You were alsohtaingthis unit that
there are also some non-sampling errors whichcirglystematic bias in
the estimates for a research and also emphasisadttia goal of
researcher to get an acceptable sample is hindsréand availability,

population size and accessibility.

5.0 SUMMARY

The key focus of this unit you have just completeds how to
determine your sample size when the sample fraabibthe target
population is considered. We have also considéaetbrs that are
necessary for choosing a large sample size. Eomponents (sampling
and non-sampling) were discussed. Some considesatio sampling
and to make it affective and efficient were loolks&d These sampling
techniques are essential for you to undertake relsgaojects in open
and distance learning.

6.0 TUTOR-MARKED ASSIGNMENT

1. Describe sample size with examples.

2. Enumerate four factors that necessitate thecehof large
sample.

3. If 30% of the 5000 population is to be usedsample for a
survey,what is the sample size of the survey?

4. List 3 examples each of sampling and non-sangg@rrors.

5. What are considerations for effective sampling?
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1.0 INTRODUCTION

In this module, we have been talking about resesutifects, concept of
population and sample in terms of probability angh-probability
sampling techniques. An instrument is a measuregce. It could be a
guestionnaire, observation or test measuring igeice or
achievement. You have to note that if a study iy veell designed but
uses faulty instruments, the findings would be cletety invalidated.

It is therefore very important that when you desigmery good study,
you will match it with appropriately and carefullgeveloped and
validated instruments. The instrument has to bedvahd reliable to
serve the purpose of the study. In this unit, yali be studying the
validity and the reliability of the instruments whi you construct for
your data collection in research.
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2.0 OBJECTIVES
By the end of this unit, you will be able to:

explain measurement error

define validity of an instrument

discuss the types of validity

explain the various ways of estimating reliability.

3.0 MAINCONTENT
3.1 Measurement Error

Errors in measurement could arise from family wnstents, incorrect,
interpretations of the values obtained or instgbiln the behaviour of
the respondents. These errors could be systematicamdom. A
systematic error can occur when the error are ¥aguent and are
made in one direction away from the true score eTak instance, your
table clock in your office which is always addingé or always faster
than the true or an achievement test which keepsrtiag very high
scores for every respondent.

Random errors can occur when measurement valuaateldvom the
true score and as frequently in one direction adhem. If you take the
clock as an example, you will see that sometimescibck will gain
time and lose time on the other times. Random eawarbe attributed to
chance factors. It should as much as possible teated and adjusted
for or its sources eliminated.

In the case of the clock in your office, how do ythink you can
eliminate the error? Your answering has be to imprthe working
condition or to replace it. An instrument shouldnagsch as possible be
designed to measure the true score. The degredith \an instrument
measures the true scores is an indication of twyg weportant factors.
These are reliability and validity. We are goingldéok at these in the
next two sections.

Meanwhile, note that the degree of random erranvsrsely related to
the degree of reliability while the degree of namdom error is

inversely related to the same variable or whenys®ia large sample in
your study, random errors tend to average out okepeated

measurements. Therefore, to improve reliabilityaof instrument, the
best strategy is to use multiple measures, mulipégasurements and
multiple investigators. This is what the triangidattheory of Denzin

(1978) specified.
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32 Validity

You have been reading about validity and reliabilitvhat is validity?
Validity involves the extent to which an instrumeneasures what it
purports to measures. It deals with basic honedtgnesty in the sense
of doing what one promises to do. It is concernigredy the purpose,
means employed and means actually achieved. Ithe#le, there is
always a gap in between purpose and practice. Hhability is
measured in degree — it can be low, average or lmgtesearch it is the
results of the research instrument and not therumsnt per see.
Consequently, we shall discuss four types of viglidnd they are:

1. Content validity

2. (@)  Criterion — related validity
(b)  Concurrent validity

3. Construct validity

4. Feel validity

3.2.1 Content Validity

It is an important and useful criterion of an instent, for example
achievement test is pre-test and post-test. Iinieasure of the degree to
which an instrument (test, questionnaire, etc) o\ representative
sample of content areas. It is expected to cowerctgnitive, effective
and psychomotor areas of the subject — matter éoontlt is our
concern in content validity to determine whethee teample is
representative of the larger universe which is sspd to represent, so
as to establish the content validity of a researstrument the following
procedures can be followed:

0] List the subject content areas and expectedcavielrs and/or
skills. For achievement test in Mathematics fosiB&, you can
consult the mathematics curriculum, syllabus fgper Basic
School. Analyse the syllabus topic by topic inaten to
expected behaviours/skills.

(i)  Weighting of topics and objectives. The testvdloper must
decide the weighting of each test item realisimg dbjectives of
instruction the curriculum and time to be spenteasting and

(i) atable of specifications and constructionte$t-items. This is the
test blue print and it is a two-way grid whichatels the content
areas and objectives/skills. With appropriatecatmn of weight
to area and the skills/objectives. The table rbestble to contain
a number of test items in each cell. This conealptoe properly
death with in subsequent module.
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Note that a test/instrument that is content vatid dne purpose may,
completely, be inappropriate for another. Also, iastrument with
established content validity for measuring learnachievement at the
end of a course may not be valid from the pointiefv of content for
diagnosing learner-weaknesses. Basically, conteidity is subjective
as it depends on the assessors estimate of theedefjcorrespondence
between what is taught (or what should be taugid)vahat is tested. It
requires a careful examination of the stated olwestof the course in
terms of course content and target abilities olisskind a study of the
size and depth of realisation of their coverageis Tbhannot be
objectively measured.

3.2.2 Construct Validity

Construct means tract or ideas developed in the noirdefine, identify
or explain psychological attributes such as irgeltice, creativity,
aptitude, perception, attitude, study-habit, reaspnability, etc.
Construct validity is the degree to which a reseamstrument measures
a specific trait or psychological trait. For exampif a researcher is
interrelated to measure students school attitude ¢onstructed
instrument on school attitude will be administeoedsample of students
collect and analyse their responses. The reseailthryvto find out
whether the instrument measures attitude to schdgkcts or any other
construct or whether it actually measure’s schottitude. If the
instrument measures school attitude then the refseeas discovered a
theory for explaining variance in individual scar&onstruct validity is
complex and can be difficult to determine. Accogdito Onocha and
Okpala (1995) some methods of obtaining constraktiiy are:

0] analysing of the mental precisions required by the
instrument/test item;

(i)  experimental interventions

(i) correlation with other instruments;
(iv) factor analysis

(v) internal consistency, etc.

These methods will not be discussed in detail ¢sleer texts). Finally, a
test will have construct validity if its scores yan ways suggested by
the theory underlying the construct. In other womstruct validity is

the degree to which one can under certain constnuatpsychological

theory from the test/instrument score.
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3.2.3 Criterion Related Validity

This can be objectively measured and declared rmsteof numerical
indices. It focuses on a set of external criteram its yardstick of
measurement, and it may be a date of concurreoniation of a future
performance.

(@) Concurrent validity implies (i) two tests/ingtnents whereby one
whose validity is being examined and the one wptloven
validity (which is taken as the criterion) andytlege supposed to
cover the same content area of a given level &ad same
objectives (ii) the population for both the tesisiruments
remains the same and the two tests/instrumentadargnistered
in apparently similar environment and (iii) therjpemance data
on both the tests/instruments are obtainable dlmos
simultaneously (which is not possible in the caseredictive
criterion).

(b)  Predictive validity: It refers to the degreevthich the results of a
test forecast or predict future behavioural change the
respondent. The basis of this is that succesthencriterion
measure will be related to the predictive measure

The correlation of a concurrent criterion yieldsicarrent validity while
the correlation of predictive criterion also yielgiedictive validity. The
concurrent validity serves the purpose of measupngficiency the
predictive validity is meant for predictive funatio

The concurrent criterion of psychological testsfimsents, especially
tests of intelligence whereas predictive criterisrcrucial in selection
and placement test in bank recruitment, schoolswisdion, etc.

3.2.4 Face Validity

This refers to the extent the instrument/test selmsally related to
what is being tested. Face validity may not be ddpble. A test may
look right without being rational or even usefubrfexample, a teacher
prepared test/instrument in a course containingtellds and appear to
have face validity but on detailed analysis of iteens it only contains
items in just half of the content area, that isadk content validity. It is
not a useful approach to determine validity of @strument/test.
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3.25 FactorsInfluencing Validity

Certain factors may influence instrument/test nssuY validity, an/a
instrument/test measured what is expected to medsursome factors
may limit the validity and they are:

0] Factors inherent in the instrument. Such factaf unclear
instructions, vocabulary, level of difficulty ofems ambiguous
items inappropriate time, etc.

(i)  Factors inherent in the instrument administiat scoring,
possible unhealthy physical and psychological remvhent
which may have adverse effects on the respondéhtthe
test/instrument room is congested, poorly vemdapoor sitting
arrangement noise factor (physical and psychoddgie such
factors could have negative effect on the respaisde

(i)  Factors affecting the validity co-efficient validity is influenced
by the spread of scores, nature of the group dtdde to be
measured, etc.

SELF-ASSESSMENT EXERCISE

An achievement instrument of high content validignnot be a
construct valid instrument for diagnostic instrumnéthy?

3.3 Rédiability

Reliability refers to the degree of consistencyweetn two sets of
measure or observations obtained with the sameumsnt of its
equivalent. While validity we have discussed reddatethe questions of
what to test, the reliability relates to the quastdf accuracy with which
the instrument is measured. If a researcher wemdasure the same
instrument twice the logical expectation would be the researcher to
get more or less the same score both the timeghisutloes not happen
always. Differences in scores do happen alwaydei@ihces in scores
do occur and they are likely with every repetitadran instrument.

The difference may be due to:

0] trait instability — characteristic changes acraset

(i)  Sampling inconsistency — particular questions @trirment may
affect the score.

(i)  Administrator inconsistency — instrument — timing testee
report with test tester

(iv)  Lack of objectivity in terms of:

(@) Theitem

(b)  Response which the item permits.
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(c)  Scoring method used

Error Score: Two types are possible: systematioreand random error
when an error is consistent, it is a systematioreshereas errors which
do remain the same on every occasion of measurement

As regards reliability Grondlund (1981) stated thHellowing
clarifications:

0] Reliability refers to the results obtained with eraluation of an
instrument and not to the instrument itself. Itajgpropriate to
speak of the reliability of the instrument ‘scores of the
‘measurement’ than of the ‘test’ or of the ‘instrent’.

(i)  That instrument scores are not reliable in genanaéstimate of
reliability always refers to a particular typeamnsistence.

(i)  Reliability is a necessary but not insufficient daion for
validity. A low reliability can restrict the degref validity.

(iv) Reliability is primarily statistical in nature - lability
coefficient.

There are four types of reliability. They are:
3.3.1 Test-Retest Method

This is obtained by administering a test/instrumevite to the same
group with a considerable time interval betweentii@ administrations
and correlating the two sets of scores thus obdaifiée correlation
coefficient obtained provides the estimate of tlediability and a
measure of stability over a period of time. Theetimterval between
administration of the instrument/test should notidwehort or too long.
The appropriate time-interval will be dictated e ttype of instrument
and the utility of the results.

3.3.2 Equivalent Forms

As a result of the problem of time — interval fosecond administration
of the instrument the method of equivalent forms waveloped. In this
method, two parallel or alternate form of test@gaarch instrument will
be administered concurrently to the same studéhtsscores of the two
sets are obtained and the correlation coefficiénh® two is computed
and the result is interpreted as the reliabilitgfGoient. The coefficient
provides a measure of equivalence.
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3.3.3 Measuresof Internal Consistency

The methods discussed above are concerned withstamsy between
two sets of scores obtained on two different testiaistrations whereas
this method of internal consistency takes into weration the scores
obtained on a single test administration. The edgmof reliability
obtained through these methods is mostly indicetarhogeneity of
item in the test or the extent of overlap betwdwnresponses to an item
and the total scores.

3.3.3.1Split-Half Method

This is a measure of internal consistency. It nexguthe administration
of a single test instrument to the students onea tthe items of the
instrument are split into two parts.

In other words, the total set of items is dividatbihalves. The scores
on the halves are correlated to obtain the estimiateliability. You can
split the items using odd and even numbers, orawhy dividing the
items into two groups, etc. You can see that tsaltgou get from it for
a half test. Therefore, it is corrected using fheasman-brown formula:

2xr
r = _ 2 or It = s
1+ 1+ (n+2r,
%
where r = reliability of the whole test
Iy, OF I'S = reliability f the half test
3.3.3.2 Kuder Richardson (KR 20, KR 21)

So as to measure internal consistency Kuder-Riohadgveloped two
formulae KR 20 and KR 21 which helps to solve thebfem of split
half measures. The items in the instrument are lggmous and possess
inter-item consistency. The formulas are:

KR 21k = . 1-[’((”‘;)]

n-— nSx?
P
KR 205 = — 1-22Q
n-1 SX
where n = number of items on test
X = mean of the total test
S = variance of the total test
= _ Numberof personansweringtemcorrectly

Numberof persongakingthetest
Numberof prsonsansweringtemwrongly
Numberof persongakingthetest

Q =
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q=1+p

PQ = variance of a single item scored
dichotomously

>PQ = summation sign indicating that pq is

summed over all items

It is easier to compute KR 21 than KR 20. The aapion of these
formula is possible when the scoring of items isaby (making their 1
or 1-ges or no items). When the items are of edifitulty (facility,
value), p is constant for all items, KR 20 can bseased. KR method is
not appropriate for effective measures and also revhe&pread is
involved.

3.333 Cronbach Alpha

We have used KR estimates when the scoring of itesnshot
Dichotomous (Yes or No) however, when the scorshgat dichomous,
as | a test consisting of essay questions or gctife measures of scales
agree, undecided or disagree, the formulae develbgeCronbach can
be used to get the reliability estimate. This iswn as Cronbach alpha
and is the same as KR 20, except for the factghds replaced by 5i
where Si is the variance of a single item. The formula is:

n Si?
alpha = —|1-——
P n+1[ szj
where S = variance f a single score
Sé = variance of the total instrument
n = number of items

The measure mutually compares the variance of imgjesitem with the
variance for the entire test. It is therefore swgge that there should be
at least five questions in the test to make thesameameaningful.

3.3.4 Scorer Réiability

The issue of estimating scorer reliability does age in the context of
objective tests but for instruments such as esgag tests, projective
personality test and creativity tests, there issweration likelihood that
scorer error would occur. For such instrumentsetheneed to establish
scorer reliability in addition to the usual estiembf reliability. In this
method, test instrument are score independentlytvioy or more
different scorers. The set of scores return foindividual are correlated
using Pearson Product Moment Correlation coefficenwe use the
Spearman Brown prophecy formula:

_— kr

* 14 (k=1

138



ODL 732 MODULE 3

where rxx is predicted scorer reliability of atresth k number of
readers
r
Kk

reliability estimate of a single reader
numer of readers

Factors which can affect reliability measures idelthe following:

0] Time-interval and length of test: The time & of
administration in the equivalent forms and thegtanof time in
the internal consistency.

(i)  Spread of scores

(i)  Speed

(iv)  Objectivity

(v)  Difficulty of test

(vi)  Discriminating level of test

3.3.5 Usability of I nstrument

Having discussed validity and reliability of ingtnent, usability raises
mostly questions of feasibility and ease with relgato instrument
construction, administration, evaluation, interptiein and padegogical
application. According to Unocha and Okpalla (199t usability of an
instrument would depend on:

simplicity of instructions;

time required for administration;

ease of scoring;

ease of interpretation and application; and
availability of equivalent or comparable form.

akrwbhPE

Self Assessment Exercise

1. What is reliability of an instrument?
2. What are the methods of estimating reliability?

40 CONCLUSION

In this unit, you learnt the methods of validity yadur instruments and
also the ways to estimate the reliability. Fronstlyou have seen that it
IS very important to make your instruments validl arliable. This is
because any instrument which is properly constcdltdehave adequate
validity and reliability and also properly admimstd will yield quality
data that will make your research report to stagdad chance of being
well presented.
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50 SUMMARY

So far in this unit, we have discussed two maincepts: validity and
reliability of instrument and the different apprbas within each, the
context in which each of these approaches becomesardg and the
procedures by which the evidence of validity andabdity of an
instrument are to be established. Finally, we nomei usability of an
instrument and factors on which the usability ofrsstrument depend.

6.0 TUTOR-MARKED ASSIGNMENT

What is validity?

Describe the two types of criterion related digfi

What are the two types of measurement error?

“Reliability is a necessary but not sufficienondition for
validity” Explain.

Name three measures of internal consistencyeapthin one of
them with example.

PwpnhPE

o
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MODULE 4 STATISTICS IN EDUCATIONAL
RESEARCH

Unit 1 Introduction to Statistics

Unit 2 Methods of Representing Data and Measufe€entral
Tendency

Unit 3 Measures of Variability or Spread

Unit 4 Measures of Association/Correlation

Unit 5 Testing of Hypothesis

Unit 6 Writing Research Reports

UNIT 1 INTRODUCTION TO STATISTICS

1.0 Introduction

2.0 Objectives

3.0 Main Content

4.0
5.0
6.0
7.0

1.0

3.1 Meaning of Statistics
3.2 Types of Statistics
3.2.1 Descriptive Statistics
3.2.2 Inferential Statistics
3.3  Benefits of the Study of Statistics
3.4  Organisation of Data
3.4.1 Sequencing
3.4.2 Tables
3.4.3 Frequency Distribution Table
3.4.4 Grouped Frequency Distribution
3.5 Graphical Representations
Conclusion
Summary

Tutor-Marked Assignment
References/Further Reading

INTRODUCTION

In the previous modules/units, you worked throudte tdifferent
methods of collecting data in research. The questipwhat do you do
with this seemingly unmanageable bulk of data? fhisstion will take
us to 'Data Analysis', which we shall describe the process of
organising and summarising data in order to provadswers to the
research questions or test hypotheses stated siutig".

This process, most of the times, involves the distatistical procedures
to summarise and describe the characteristics ohpks and

populations of the study.In this unit, we shakfilook at the meaning of
statistics, the types of statistics and organisatiodata.
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2.0 OBJECTIVES

By the end of this unit, you will be able to:

o define the concept statistics;
o explain the types of statistics;
o organise a set of scores under (a) sequencingfréluency

distribution table, (c) bar chart.
3.0 MAIN CONTENT

3.1 Meaning of Statistics

Statistics, as a word, has different shades of mgamhese meanings
can be in the plural form or singular form.

0] It is regarded as a state arithmetic:In this case, it involves
observing, recording and computing the amount esfources,
financial, human and material, available to a goreent for the
purpose of governance or war. Every governmenis@ecurate
statistics to make governance easier.

(i)  Statistics can be regarded as pieces of inforation: Statistics
imply data or pieces of information e.g. the ageBayo, the
height of Ike, the weight of Audu, the number tfdents in Mr.
Bassey's class, the number of classes in JSS. etlerd
Government College, Okigwe. Others are: numbeadauidents
on road A for a year, number of candidates empulohy
company B in 1999, the number of workers retredahging the
reform programme.

(i)  Statistics as summaries of information:In this case, it can be
used as summaries of information about a smalugrof
individuals selected from large group for the ms® of
investigating the large group. This is called skngpatistics. This
can be in the form of sample size, mean, mediamiance,
standard deviation, mode, etc. Each of these garded as a
statistic.

(iv)  Statistics as Mathematical function or modelsin this
case, it is used for comparison of two or moredas In
other words, it can be used for pair wise diffees) ratios
of 2-test, 2-score, t-score, t-test, f-test eeccexamples.

(v)  Statistics as academic disciplinen this case, it is
regarded as a subject or field of study, in wluake, it is
an aspect of applied mathematics.

According to Spiegel (1972), statistics is concdrneith scientific
methods for collecting, organising, summarising.esenting and
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analysing data as well as drawing valid conclusi@m&l making
reasonable decisions on the basis of such analysis.

You can get so many definitions of statistics freemmany textbooks.
Since this course is not purely on statistics, haldook at statistics as
the science of decision making in the face of uaoaties. Look at Hays
(1973). He says that statistics serves in two aapsc

(1) It gives methods for organising, summarising dan
communicating data, and

(2) It provides methods for making inference beyortde
observations.

In summary, statistics involves observation, coitec of data,
organization of data, presentation of data, anglgbdata, interpretation
of data and decision making. You may wish to nbtg statistics, when
used as a subject, is not the plural of statigtictatistic is a measure
which we obtain by observing the characteristicshaf sample. You
have learnt that we study a sample in order to nrafkeeences about the
population.

Therefore, the characteristic of the populationchihive estimate from a
sample characteristic or statistic is called a p&tar. The mean of a
sample is 50. The mode of the distribution is 45méans that 50 is a
statistic, 45 is also a statistic. You can giveeottxamples.

3.2 Types of Statistics

You may have heard about different types of stasistsuch as
Correlation, probability, parametric, non-paranetetc. statistics. All
these have been grouped into two major types. Thiesdescriptive and
inferential statistics. In this section, you widlad a brief presentation of
these major types.

3.2.1 Descriptive Statistics

This can be described as a type of statistical iegmn which is
concerned with the organisation and presentationdafa in a
convenient; usable and communicable form. Spiet@lZ) described it
“as the set of methods serving the functions ofnigjng, summarising
and communicating data.

You can use descriptive statistical methods whamn gi@ interested in
merely describing the characteristics of the groughe sample of study.
It means that the descriptive analysis which youkenavill not

generalise beyond the particular group or sampéeed. In the same
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way, conclusions drawn from the study are limitedl @apply only to
that group of study.

3.2.2 Inferential Statistics

These are statistical methods used for arrivingoatlusions extending
beyond immediate data. They are the phases o$tstatwhich can be
used to deal with conditions under which conclusiare drawn about a
larger group based on data collected from somelsn@ioup or groups
chosen from and related to the larger group.

Inferential statistics can be described as a statisprocedure which
makes use of sample statistics to make inferenoestahe population
parameters. It involves the process of sampling itheepresentative of
the population. It makes use of the aspect of enfeal statistics called
parametric statistics which are powerful tests thmgtke use of the
normal probability model, or making comparison ilwitog the setting
up of confidence limit, setting up of the degredreedom etc. We shall
discuss this later.

3.3 Benefits of the Study of Statistics

When you study statistics, you stand to derive sgereral benefits.
These benefits focus on the useful knowledge, sskdbpabilities or
dispositions which you will acquire from the studf; or training in

statistics. They vary, according to the extent &kl of study, or
training in the subject. Some of these benefitduoke that the study of
statistics will enable you to:

1. Acquire’ knowledge and skills in observationollection,
organisation, communication, analysis of data, wirg
inferences from the analysis of data and makingdalecisions;

2. Make meaningful contributions to local, naabor international
debates on topical issues;
3. Read, understand and interpret communicatath, dfollow

inferences drawn therefrom and appreciate dedsiaorade
consequent upon the inferences drawn;
4. Successfully execute empirical research. Maswonable or
worthwhile empirical research can be carried outreported
without statistics for answering research questiotesting
hypotheses or taking decisions and making preufisti
Read, interpret and make use of researchtsepoarticles;
Follow and critique contributions to debatessented with facts
and figures;
7. Acquire the skills and techniques for estimgtipredicting and
projecting into the future based on the previaus present data;

oo
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8. Draw sound conclusions based on some pieceafafmation
that are probable or not quite certain.

SELF-ASSESSMENT EXERCISE

I What is statistics?
. What are the two types of statistics?

3.4 Organisation of Data

Data collected in education can be from varioug@Esiand can be in
various forms, such as: opinions, scores/markgquérgcies, verbal etc.
The data can be organised or arranged to make iesgmingful. In this
section, we shall look at sequencing, tables, ®eaqy distribution
tables, bar charts, etc.

3.4.1 Sequencing

This involves arranging the data in order of magiet - ascending or
descending order. See example below:

Example 1:
Given that the test scores of 10 students in §tgiare:
8,9,2,57,6,4,9,8, 3.

This could be arranged in ascending order thus:
2,3,4,5,6,7,8,8,9,9 orin descending ottles; 9, 9, 8, 8, 7, 6, 5, 4,
3, 2.

If the data consists of names, they can be arramgaijphabetical order.
If they consists of objects, events, animals, #tey can be arranged
according to kinds, species, groups etc.

3.4.2 Tables

A table can be regarded as a two-dimensional reptaSve of
statistical information or data. Tables can be #&m@r complex as
shown in the examples on the enrolment of pupilsentral school
Umuihi from 2000 to 2007, and Distribution of Mathatics teachers in
Okigwe Zone in the year 2006.
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Example 1

Table 1.1:  Pupils' Enrolment in Central School, Uuarhi, 2000 -
2007.

SIN |Year Boys Girls Total
1. 2000 . 200 170 370
2. 2001 210 165 375
3. 2002 230 170 400
4. 2003 220 175 395
5. 2004 240 180 420
6. 2005 225 170 395
7. 2006 242 182 424
8. 2007 250 200 450
Example 2

Table 1.2: Distribution of Mathematics Teachers inOkigwe
Education Zone

S/N | Local Government No, of Teachers
1. |Ehime Mban 52t
2. |lhitte / Ubom: 42°F
3. |Isiale Mbanc 60C
4, |Obowo- Etiti 40C
5. |Onuimc 32t
6. |Okigwe 42t
Total 2,700

3.4.3 Frequency Distribution Table

A frequency distribution table shows the numbetiofes each score,
value or item occurs in a distribution. Ft consstswo columns - one
for the scores/items and the other for the frequenc

Example 3:

The scores of some students in a Mathematics tesgiaen below.
Present the scores in a frequency table.
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10, 15, 18, 12, 14, 15,20, 15, 16, 11, 12, 14,@92, 18, 15, 13, 11,
12, 19, 13, 10, 14, 17, 19, 16,15,15,15.

Table 1.3: Frequency Distribution Table

S/N | Score Tally Frequency
1. |1C \\ 2
2. |11 \\ 2
3. |12 \\ 3
4. |13 \\ 2
5. |14 \\ 3
6. [15 AR\ 7
7. |16 \\ 2
8 |17 \\ 2
9. |18 \\ 2
10. |19 \\ 3
11, |20 \\ 2
30

Note that when you tally, each number tallied istlyecancelled to
avoid confusion.

3.4.4 Grouped Frequency Distribution

Some of the times, the number of scores may barge that it becomes
necessary to group several scores together. A grbsgore values form
a class interval.

Example 4:

Present the scores below in a grouped frequends. tab

55, 62 60, 50, 52, 58, 55, 60, 51, 55, 68, 55,397,58, 42, 47, 42, 48,
55, 48, 46, 55, 51, 58, 65, 52, 35, 54, 55, 52486,65, 53, 34, 48, 50,
39, 59, 53, 52, 33, 48, 65, 60, 36, 68, 45, 6265933,40,61,38.

In order to determine the interval or class size:

0] Find the range. This is given by the highesbrecminus the
lowest score. From the scores, we have 60 - 38.=

(i)  Determine the number of groups. It has to baneen 10 and 20.

(i)  Divide the range by the number e.g. 27 + 13 @pproximate)

(iv) Draw atable and tally the scores accordingrmups.
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Table 18.4: Grouped Frequency Distribution Table

S/N |Class Interve |Tally Frequenc

1. |66-68 \\ 2

2. |63-65 \\ 3

3. |60-62 AN 7

4. |57-59 W 5

5. |54-56 MWW |9 55, 62 60, 50, 52, 58, 55, ¢
6. |51-53 AN 8 51, 55, 68, 55, 47, 39, §
7. 148-50 A 6 42, 47, 42,

8. |45-47 A 5 48, 55, 48, 46, 55, 51, §
9. |42-44 \\ 2 65, 52,

10. |39-41 \\\ 3 35, 54, 55, 52, 56, 46, €
11. |36-38 \\ 2 53, 34,

12. |33-35 W\ 4 48, 50, 39, 59, 53, 52, 3

48, 65, 60, 36, 68, 45, ¢
59, 60, 33, 40, 61,38.
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UNIT 2 METHODS OF REPRESENTING DATA AND
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1.0 Introduction
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1.0 INTRODUCTION

In last unit, you were exposed to the concept ditigics and
organisation of data. You also read through the dveart which is a
graphical way of representing data. In this unit will continue to be
exposed to other ways of representing data. Thedede pie chart,
histogram, frequency polygon and ogive. We willoaleok at the
measures of central tendency. As this is not a ¢etepcourse on
statistics, we may not be so detailed in the prasiens.

2.0 OBJECTIVES
By the end of this unit, you will be able to:

explain how to construct a pie chart using givetada
discuss how to construct histogram;

draw a composite table and construct a frequeniygpo;
draw a composite table and construct an ogive;
calculate the mean, median and mode of a given data
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3.0 MAIN CONTENT

3.1 Pie Chart

This is used to represent both discrete and comtimuata. It involves

using a circle to represent a set or groups ofstenmscores. Each group
or item is represented by a sector of the circlee @ngle subtended at
the centre by the sector is proportional to theuency of the items o

scores represented. It implies that the total feegies of the set are
represented by 360°.

Example 1:

Construct a pie chart to represent the data below:

The distribution by local government area of Baschnology teachers
in Okigwe Zone is a follows:

EHIME = 60, IHITTE/UBOM = 50, ISIALA = 65, ONUIMO =40,
OBOWO = 35, OKIGWE = 30.

To construct the pie chart:

I Find the angle that is subtended at the ceatreach group:

@ EHIME =22 ,360 = 7714
28¢ " 1

(b)  IHITTE/UBOMA = 22,350 _ g4 o9

280" 1

©  ISIALA = 2,300 = 8357
280" 1

d ONuIMO=29,360 5143

280" 1
(e) OBOWO Z%xg—fo = 4500
()  OKIGWE = ;—BOCXE’—;SO = 38597
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Distribution by LGA of Basic Technology Teachers in
Okigwe Zone

™ EHIME |
® IHITTE/UBOMA |
w ISIALA

® ONUIMO |
m OBOWO .
m OKIGWE

Fig.2.1

il. With the aid of a pair of compasses, any comeminradius, draw
a circle.

iii.  Using your protractor, mark out the anglesresponding to each
group or category o items, to the nearest degree.

I. Label the sectors of the circle corresponding &oitttms.

3.2 Histogram

In the last unit, you studied the bar chart, whluised mainly for the
representation of discrete data. In the constroctjou noticed that the
rectangles do not touch each other. The histogeosed to represent
data on a frequency distribution table like the dfzaurt. It is made up of
rectangular bars of equal joined to one anothed i&ns used for

continuous data. At the vertical axis, we haveftequencies and at the
horizontal, we have the corresponding class intsrvehe difference

between the two is that, for bar chart the clagsrals are used while
for histogram the exact class boundaries arc uBeele are two exact
class boundaries—upper and lower exact class boesda hese are
obtained by subtracting 0.5 from the upper boundery adding 0.5 to
the lower boundary. Alternatively, for the exaciver limit of the first

group (20 - 24), we hav%gzl) =19.5
24+ 25 _

=245

And for the exact upper limit

152



ODL 732 MODULE 4

Example 2

Using the data below, construct a histogram:
Class 20- |25- |30- [35- |40- |45- |50- |55- |60- |65- [70- |75 -
Interva 24 128 (34 |39 |44 |49 |54 |58 |64 |69 |74 |79
Frequenc |3 |5 |8 |10 |13 |15 |12 |8 |6 |5 |3 |2

To construct a histogram:

1. Compose a composite table having the classvaiiethe exact
class limits, and the frequencies.

2. Choose suitable scales and draw the verticahandontal axes.

3. Mark of the frequencies on the vertical axig #me exact limits
or real limits on the horizontal axis.

4. Draw the rectangular bars on each boundary with height
corresponding to the frequencies.

5. Draw arrows to show what is on the vertical hodzontal axes.

S/N |Class Interval | Real Exact Limit Frequency

1. |75-79 74.5-79.5 2

2. |70-74 69.5-74.5 3

3. |65-69 64.5 - 69.5 5

4. 160-64 59.5-64.5 6

5. |55-59 54.5-59.5 8

6. |50-54 49.5-54.5 12

7. |45-49 44.5-49.5 15

8. |40-44 39.5-44.5 13

9. |35-39 34.5-39.5 10

10. |(30-34 29.5-345 8

11. |25-29 24.5-29.5 5

12, [2C-24 19.5-24.F 3

90
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19.5 245 29.5 34.5 395 445 495 545 595 645 695 745 79.5
» Exact class boundaries Histogram

Fig.2.2
SELF-ASSESSMENT EXERCISE

An Education student of NOUN spent a totalof N80,00 as follows:

Registration = =N5,000.00
Course materials = =N10,000.00
Examinations = =N5,000.00
Transportation = =N3,000.00
Stationeries = =N2,000.00
Diskettes and CDs = =N1, 000.00
Note books = =N2,500.00
Typing of assignments = =NI,500.00

Represent these expenses in a pie chart.

3.3 Frequency Polygon

This is a line graph plotted using the frequeneigainst the mid-points
of the class intervals.
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Example 2
Use the data below to construct frequency polygon.

Class 33-35| 30-32| 27-29 24-26 21-AB-20 | 15-1712-14/9-11
Interva

Frequenc |3 5 8 10 13 |15 12 |8 6

To construct the polygon:

0] Draw up a composite table having the classruate the mid-
points and the frequencies.

(i)  Choose suitable scales for the vertical andzomtal axes.

(i)  Plot the graph using the frequencies agaihsetmid-points of the
class interval.

(iv) To complete the polygon, add an interval & tbp and below.
Let the two intervals have zero frequencies.

S/N |Class Interval | Real Exact Limit Frequency
1. 3335 34 9
2. |30-32 31 2
3. [27-29 28 4
4. |24-26 25 8
5. [21-23 22 10
6. [18-20 18 7
7. |15-17 16 5
8. [12-14 13 3
9. |9-11 10 2
6-8 7 0
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Fig.2.3
3.4 Ogive
10

9

8
KT
A 6

5

4

3

2

1

i mERE T R ines Sele (e B | SCagY R L
—» Mid-points Frequency Polygon

This is a graph which involves the use of a smantftve to join the
Cartesian coordinate plots of cumulative frequena@gainst the real
class boundaries. In other words, instead of thguencies, it makes use
of the cumulative frequencies. The graph gives shi&p shallow 'S'.

Example 4:

Using the score groups below, draw an ogive or dative frequency
curve:

Class 5-9(10- |15- |20- |25- [30- [35- |40- |45- |50-
Interva 14 18 (24 |29 |34 |38 |44 |49 |54
Frequenc |1 |3 6 1C |12 |8 6 5 8 6

To draw the ogive:

I Compose a composite table having the class laes] the exact
class limits, frequencies and cumulative frequesici

. Choose a suitable scale to accommodate thleekt cumulative
frequency on the vertical axis and the class batesd on the
horizontal axis.

iii. Plot the points on the cumulative frequenciagainst the
corresponding class boundaries. iv. Join with astimcurve.
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S/IN|Class Real ExactFrequen |Cumulative
Interval Limit cy frequency

I. [50-54 49.5-54.5 2 56

2. [45-49 44,5-49.5 3 54

3. (40-44 39.5-44.5 5 51

4. |35-39 34.5-39.5 6 46

5. (30-34 29.5-34.5 8 40

6. [25-29 24.5-29.5 12 32

7. |20-24 19.5-24.5 10 20

8. |15-19 14.5-19.5 6 10

9. (10-14 9.5-14.5 3 4

10. |59 4.5-9.5 1 1

56
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45:..95 145, 195 243 295 345 395 445 495 545
» C(lass boundaries Ogive

Fig.2.4
SELF-ASSESSMENT EXERCISE
Using the data below;

0] Construct a frequency polygon, and
(i)  Construct an ogive.

Class 10- (13- |16- |19- |22- |25- |28- |31- |34- |37- |40- |43-
Interva 12 |15 |18 |21 |24 |27 |3C |33 (36 (39 |42 |45

Frequenciel2 |4 |6 |1C |7 |12 |18 |5 |0 |4 |3 |1

3.5 Measures of Central Tendency

In the last sections, you studied the graphicalhogktof representing
data. The measures of central tendency provide ezsoent way of
summarising data. This method involves findingragke measure which
is typical of a set of scores. This measure of #atan be used to
‘capture’ or represent a whole set of scores ih augay that it becomes
the representative score of the whole distributibacores. As a teacher,
you will need to be using it very often in desantpithe performance of
your students in tests and examinations.

In statistics, the three most common of all the sneas available for use
are mean, median and mode. Let us discuss themtiotder.
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3.5.1 The Mean

This is otherwise called the arithmetic averageislthe sum of the
scores in a distribution divided by the total numloé scores. The
formula isZX/N whereZX is the sum of scores, N is total number of
scoresX is the mean.

Example 5:

The scores often students in a test are as folld@s55, 60, 30, 50, 48,
70, 85, 72, 65. Find the mean.

To find the mean, we will add all thscores =X and divide
by 10 = N i.e. 40 + 55+60+30+50+48+70+85+G2+
-, X = 375. Sox =2X/N =575/10 = 57.5

The mean can also be calculated from frequencyillision. In this
case, we use the formulaZFX/ZF, whereXFX is the sum of the
products of f and x and £F is the sum of the freqgies.

Example 6:

Find the mean of the scores below:

S/IN X F FX
1. 30 2 60
2. 20 4 80
3. 15 4 60
4. 25 3 75
5. 10 8 85
6. 8 2 16
7. 5 6 30
8. 21 2 42
9. 12 1 12
10. 24 5 12C
37 575

0] Complete the table by finding the correspondixgi.e. FXX;
(i)  Add up F to findZF;

(i)  Add up FX to gettFX;

(iv) Divide ZFX by XF - ZFX/ZF = 575/37 - 15.5

The mean can also be calculated when grouped fnegudstribution is
given.
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Example 7:

Use the data given below to calculate the mean:

Class 25- |30-34|35-39 | 40-44 | 45-49| 50-545-59 | 60-64
Interva 29
Frequenc |2 5 6 7 10 6 3 2
0] Complete the table by getting the mid-pointsaXd FX;
(i)  Use the same formul® = ZFX/ZF.
S/IN Class Mid-point |F FX
Interval (X)
1. 60-64 62 2 124
2. 55-59 57 3 171
3. 50-54 52 6 312
4. 45-49 47 10 470
5. 40-44 42 7 294
6. 35-39 37 6 222
7. 30-34 32 5 160
8. 25-29 27 2 54
47 1807

— X =1807/41 = 44.07

You have seen that the mean can be calculated i grouped and
ungrouped data, using different methods. One &fetmeethods is called

the assumed mean method. It is called the short-cut

Example 8:

Find the mean using the data on e.g. 7.
S/N Class Mid-point  |F X1t FX?!

Interval (X)
1 60-64 62 2 4 8
2 55-59 57 3 3 9
3 50-54 52 6 2 12
4 45-49 47 10 I 10
5 40-44 42 7 0 0
6 35-39 37 6 -1 -6
7 30-34 32 5 -2 -10
8 25-29 27 2 -3 -6
47 17
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0] Take away group mark as the assumed mean, aae it O as
shown in column X

(i)  Code every other mark above from 1, 2, 3 atd below -1, -2,
etc.

(iii)  Find the FX and sum up.

(iv) Use the formula AM +XFXYZF) = X.

— X = 42+ (17/41) =42 + + 2.073 = 44.073
= 44.07

3.5.2 The Median

This is the score in the distribution above andwelvhich 50% of the
scores lie. It is the middle score which divides flet of scores into two
equal halves. In order to get the median, theescorust be arranged in
an ordering -ascending or descending.

Example 9:
Find the median of the sets of scores:

(& 9,7,15,10, 11,8,2,4,3.
(b) 5,98,7,3,2,4,6,5, 8.

In example (a), simply arrange in ascending orBgrthis, we have: 2,
4,5,7,8,9, 10, 11, 15. By counting, the midalenber, which is 8 is
the median.

In example (b), you will notice that the numberesgen. You will
therefore arrange in order, by counting, the twaldi@ numbers are
taken, added and divided by two.

We have:

2,3,4,5,5,6,7,8,8,9.

The median is":%6 =171 =55

When grouped data are given, the median is cakullaising the
formula X = 4 (W/2=cf)

where L is the lower boundary of the median class;

N is the number of scores;cfb is the cumulativeydiency below the
median class; fw is the frequency within the medikass.
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Example 10:
Use the data below to find the median:
S/N |Class Interval F FX
1. [85-89 1 52
2. |80-84 2 51
3. |75-79 3 49
4, |70-74 5 46
5. |65-69 7 41
6. |60-64 8 34
7. |55-59 1C |26
8. |50-54 6 16
9. |45-49 5 1C
10. |4C-44 4 5
11. [35-39 0 1
12. |30-34 1 |1
52
0] N/2 = 52/2 = 26

(i)  Find the class where 26 lies in the cummulatikequency i.e. 55
- 59. This is the median class.

. _ i JPRT
(i) X=L +M: 54_5+M
fw 10
5
= 545:990 _ 54545
10
=59.5

3.5.3 The Mode

This is the most frequently occurring score or esdn a distribution, It
is the most frequent score which can be easilyraeted by inspection.
But in some distributions, you may have two modBsis is called
bimodal; any distribution with more than two modsscalled multi-
modal.

Now, let us look at how to find the modes in tharmaples below:

Example 11:
Find the mode in the distribution below:
20, 30, 21, 45, 30, 25, 33, 35, 30, 22, 29, 30.

By inspection, you will see that 30 appeared 4 $imelt is the mode
because no other score appeared up to that.
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Example 12:
Find the mode in the frequency table given below:

X 1C |9 8 7 6 ) 4 3 2 1
F 1 2 4 5 8 6 4 3 1 1

Again, by inspection, you will see that the highesturring frequency
in the above distribution is 8, and the value isTBerefore, 6 is the
mode.

For a grouped data, the mode is calculated usimdpttmula below:

. gt
X=|_er£+)d2

where L is the exact lower limit of the modal clas

d* is frequency of the modal class minus frequencyth® class
preceding or before the modal clagsglfrequency of the modal class
minus frequency of the class immediately aftertoslal class.

Example 13:

Find the mode in the frequency table given below:

~~
prd
T

Class Interval
85-89
80-84
75-79
70-74
65-69
60-64
55-59
50-54

N O

©ONOoO O~ WN RO

NOINPFPEPEO00WW

0] Locate the modal class i.e., 65 - 69.

1 I
i) Using the formutaL + %) =

d* +d?
where L = 64.5,i= 54 12-7-5, &= 12 - 10,
i) X =645+ 645+
5+2 7
=645+3571 =  68.07

163



ODL 732 RESEARCH METHODSIN OPEN AND DISTANCE EDUCATION

SELF-ASSESSMENT EXERCISE

I Define mean, median and mode.
. Find the mean, median and mode of the distidimugiven below:
10,7,8,9,6,9,3,2,9,5, 1.

4.0 CONCLUSION

You have noticed that data by themselves convég lir no meaning

until they are summarised and described. Some rdetbbrepresenting

data have been presented and the measures ofldenttancy, which

form the central reference value that is usuallyselto the point of

greatest concentration of the measurement, andhwmay in some

sense be thought of typify the whole set, have la¢gsm presented. In the
next unit, we shall look at other statistical measu

5.0 SUMMARY

In this unit, you have been able to go through dkiger methods of
representing data which you started in unit sixteethis module. You

have seen that the pie chart uses a circle to septea set of data or
groups of items. In other words, it can be usedboth discrete and
continuous data. You also went through the histognrahich is made

up of rectangular bars of equal width joined to anether, It is used for
continuous data. The frequency polygon is a lirepgrplotted using the
frequencies against the mid-points of the clasviais.

The ogive uses the cumulative frequencies agaimsteixact "class
boundaries. We have two types of ogives - 'less'thgive and 'greater
than' ogive. You have equally worked through theasoees of central
tendency. The three measures are the mean, thamadd the mode.
You have seen how to calculate these measuresielméxt unit, we
shall look at other measures.

6.0 TUTOR-MARKED ASSIGNMENT

Find the mean, the median and the mode of thegiaa below;

Class |15-|20-|25-|30-|35-|40-|45-|50- |55-|60-|65-|70-
Interva |1S |24 |28 |34 |39 |44 4S8 |54 |59 |64 |6S |74
Frequenl |2 |3 |4 |5 6|8 | 4 3 2| 1| 1
cies
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1.0 INTRODUCTION

In the last unit, you worked through the measufeseatral tendency. In
addition to those measures, researchers are atesited to know how
the scores are spread or scattered in the distibut

So the measures of variability indicate the degreavhich a set of

scores differs from each other in the distributidrhese measures
present a measure of homogeneity within the grdgoares.

In this unit, we shall look at the range, the qilest the percentiles, the
variance and the standard deviation.

2.0 OBJECTIVES
After working through this unit, you will be able:t

find the range in a given set of scores;

explain and find the quatrtiles in a distribution;
find the percentiles in a given set of scores;
calculate the variance in a given set of scores;
calculate the standard deviation in a distribution.
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3.0 MAIN CONTENT
3.1 The Range

This is the simplest and crudest measure of vaitilvhich measures
the distance between the highest and the loweseésao a distribution
of scores. It is calculated by subtracting the Istwecore from the
highest score in the distribution of scores, plns.o

Example 1:

Find the range of the scores below:
30, 45, 20, 32, 70, 85, 90, 44, 60.

You will notice that the lowest score is 20 and kiighest score is 90.
So, X% —XL+1=90-20+1=71. Therangeis 71.

You would have seen that the range is affectedheytivo extreme

scores. Therefore, it is an unstable and unreliad@thod of determining

the spread of scores. Because of this limitatiois, seldomly used as an
indicator of the spread.

3.2 The Quartiles

These are score points or values which subdividgvan distribution

into four equal parts. In other words, the numkesamres in anyone of
the four groups is equal to the number of scoreany other of the
remaining three groups.

There are only three quartiles for any given 'istion. These are the
first quartile Q, second quartile £and third quartile @ This can be
illustrated below;

3.2.1 Calculation of the Quartiles

The quartiles can be calculated in a grouped dataguthe formula
[i(N/4)-cfo]

Q=L+ ™

Where i = 1, 2, 3, (i.e. the quartiles)

N = >f = sample size

L = lower class boundary of the quartile class

clbh = cummulative frequency below the quartilessla
fw = frequency of the quartile class

C = class interval size.
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Example:

Find Q and Q in the distribution below:

S/N Class Interve F
1. 50-54 1 34
2. 45— 49 2 33
3. 40- 44 2 31
4, 35-39 5 29
5. 30-34 8 24
6. 25-29 6 16 «—
7. 20-24 4 10
8. 15-19 3 6
9. 10-14 2 3
10. 5-9 1 1
34 Da—

Step: (i) Find the cumulative frequencies (CF)

(i)  Divide 34 by 4 :3—44 =85

() -cb):
(i) Apply the formulaQ=L+ —4

For Q: 8.5 lies in the class 20 — 24

. 20 — 24 is the quatrtile class.

So,L-195,fw=4,cfb=6
) —ciby®

5
Then, Q=L +-4—— =195+ (25)

5
M =195 +—"
4 4

= 19.5 + 3.125 = 22.625
) -cfbye
For, Q=L+ 4T: (35-39) in the class.

(3x 85-24)° 15)°

=345+ =345+

=345+15=36.0

3.2.2 Interquartile Range

In the last subsection, you learnt that the quesrtilivide the distribution
of scores into four equal parts. The inter-quantdaege describes the
distance between the first quartile &d the third quartile It shows

the scores that the included in the middle 50%atir¢f the scores in the
distribution. It is found using the formulazQ Q.. For instance, in the
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example 18.2 abovez@ 36.0 and @= 22.625. The inter-quartile range
(IQR) is 36.0 — 22.625 = 13.775.

3.2.3 Quartile Deviation or Semi-interquartile Range

The quartile deviation otherwise called semi-intengile range is
described as half the value of the interquatilgeaiit is calculated using
the formula:

Q3_Q1

2
For instance, in the example given above, the set@iquartile range
will be given by:
36.0 — 22625 _ 13735
2

=6.87

Self Assessment Exercise
Find the semi-interquartile range of the groupetd d@ven below:

S/No 1 2 3|4 | 5] 6 71 8] 9| 1
Class 20- | 25-| 30- | 35-| 40-| 45- | 50- | 55-| 60- | 65-
Interval 24 129 |34 |39 (44 |49 |54 |59 |64 |69
Frequencies 2 2 |4 |8 10| 12| 9 7] 5| 3

3.3 The Percentiles

These are score points along the score line whigeda distribution of
scores into hundred subgroups. The subgroups adediin such a way
that they are equal or the same. It is calculatethe same way as the
guartiles, but instead of dividing N by 4, you digiby 100. Thus,

N
(i(-)—cfb)®
Pi=L+ Yo"

3.3.1 The Deciles
These are score points in a distribution whichagvihe distribution of

scores into Ten equal parts. As in the percentileqoartile the
calculation is the same. The formula is:

.. N
(i(;7)—cfb)®
Di=L+ 10—

Note that Q=Ps, @ =Ds=Roand Q = Prs
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3.4 The Variance (%) and the Standard Deviation (S)

These two measures of variability are directlyterla They are the most
common, the most reliable estimate of dispersiospread. They give
relative measure to the degree to which each stiffezs from the mean
of the distribution. The standard deviation is @guare root of the
variance. It is widely used than many other siaatbperations.

To calculate the variance and standard deviati@fdllowing steps are
applied:

calculate the mean of the scores.
subtract the mean from each score or class nmtdfpbgrouped)

square each of the differences or deviatiof¥ - X)? or c or x2
Multiply each square deviation by the correspogdrequency,
the result is X — X)? or fc? or .

5. Sum up the result in step (iv) above to obEfipX — X)?

6. Divide the result of the sum by total numbersobres N or the

)2 )2
sum of the frequencies i.§f(xz_—>f<) or /zf%. This is the

deviation method.

S\

There is also the raw score method otherwise called machine
approach. We shall look at it after the deviatoathod. Now, let us
take some examples.

Example
Find the variance and standard deviation of thieviohg scores:
S/No X F fX (X=X) | (X=X)2|f
(X = X)?
1 11 1 11 -4.97 24.7( 24.7(
2 12 2 24 -3.97 15.7¢ 31.52
3 13 4 52 -2.97 8.82 35.2¢
4 14 7 98 -1.97 3.8¢ 27.1¢
5 15 10 15C -0.97 0.94 9.4(
6 16 12 192 0.0< 0.0C 0.0C
7 17 11 187 1.0 1.0¢€ 11.6¢
8 18 6 10¢€ 2.0 4.1z 24.7:2
9 19 4 76 3.0¢ 9.1¢ 36.7:2
10 20 3 60 4.0z 16.2¢ 48.72
60 958 249.88
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Steps: (i) Find the mean%? = %‘ =15.97

(i)  Find the deviation XX — X)
(i)  Find the square deviations.
(iv)  Multiply the square deviations by the frequgrio obtain f
(X =X)?
(v)  FindXf(X - X)2 = 249.88
(vi) Divide by Zf or N to get variance.

(vii) Find the square root

24958 - 4646667

§=4.16
5. N 416 =2.04

You can also use the raw score approach. Let ustheseaw score
approach for the same set of scores in Example.

SIN X f Fx X?2 Fx?
1 11 1 11 121 121
2 12 2 24 144 28¢
3 13 4 52 16¢ 67€
4 14 7 98 19¢ 1372
5 15 10 15C 22t 225(
6 16 12 192 25€ 3072
7 17 11 187 28¢ 317¢
8 18 6 10€ 324 1944
9 18 4 76 361 1441
10 20 3 60 40C 120(
60 958 15546

Step:

0] Complete the composite table as shown.
_(Zf)Efx® —(2fx)?

(i) For variance (3 use the formula = =)’ or
NZfx? (2fx)?
N2
Substituting, we have?$ 60x 15546 956 or 14996
360( 360(
=4.165

For standard deviation, S. Find the square roothef variance i.e.

74165 = 2.04
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Self Assessment Exercise
Find the variance and standard deviation of thieiohg:

S/Nc 1 2 3 4 5 6 7 8 9 10
Class interve 3 4 5 6 7 8 9 10 11 12
Frequencie 2 4 8 9 1C |7 5 3 2 1

Sometimes, you may be given grouped scores. The saethod is
used. The only different is that you have to fimd ase the midpoints of
the groups or class intervals as your score X.

4.0 CONCLUSION

In this unit, you have gone through the other messwhich are used to
determine the extent of spread or variability igigen set of scores.
They represent a measure of homogeneity withiroagof scores. The
standard deviation is applied in most other sia#btests.

5.0 SUMMARY

You have seen that the range is a measure of thende between the
highest and the lowest scores in a distributiore §hartiles are score
points which divide the distribution into four edyearts. We have Q
Q2 and Q. The percentiles divide the distribution into hrewl equal
parts,. The deciles divide the distribution inta egual parts. You have
also gone through variance and standard deviatioichrare the most
reliable estimate of dispersion or spread. Thedstahdeviation is the
square root of the variance.

In the next unit, we shall be looking at the measuwf association.
Tutor Marked Assignment
In the data below, find:

0] The semi-interquartile range, and
(i)  The standard deviation

SIN 1 2 |3 |4 |5 |6 7 |8 |9 |1c
Class 20- | 25- | 30- | 35- | 40- | 45- | 50- | 55- | 60- | 65-
Interva 24 |29 |34 [3S |44 |49 |54 |59 |64 |68
Frequencie | 1 2 |4 |5 |10 |8 6 |4 |3 |2
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1.0 INTRODUCTION

In the previous units, we have focused on samptgescfrom one
variable or distribution of scores from one vareabh this unit, you will
learn about matched or paired sets of scores. fiay, measures of
association show the degree of relationship betw®em or more
variables.

We shall be looking at some of these measures @rsthtistics for

describing the extent of correlation or 'going tbge' of some attributes
or characteristics possessed by a sample of indilsd This degree of
relationship between the attributes or variablesexpressed as a
coefficient of correlation.

The result of this unit will teach you the most coon types of
correlation which are Pearson .Product Moment apdaBnan Rank
Order.

2.0 OBJECTIVES

By the end of this unit, you will be able to:

o define correlation;
o illustrate the scatter-grams of various correlajon
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o calculate the Pearson
) calculate the Spearmaho.

3.0 MAIN CONTENT
3.1  The Concept of Correlation

Correlation refers to the extent or degree of iatship between two
variables. The index showing the degree of suchtiogiship between
the two variables is called correlation-coeffici@iie value obtained
from correlation will help you as a researcher toow whether

variations in one set of scores lead to variatiorenother set of scores.
It will also help you to know the extent to whichig variation takes
place.

Correlation values ranges from -1 to +1. It medms & correlation
coefficient of-1 indicates a perfect negative rielaghip; while +1 shows
perfect positive relationship and 0 correlation fioent implies no

relationship at all. Many types of correlation daeénts exist. You can
use any type, but this will depend on the following

0] the type of measurement scale in which thealdes are;
(i)  the nature of the distribution (i.e. continwoar discrete);
(i)  the characteristics of the distribution scere

3.2 Scatter-Grams of Various Correlations

A scatter-gram is a shortened form of scatter diagit shows the plots
on the Cartesian coordinate plane of two sets afescof individuals of
a sample with respect to two attributes which aeaily denoted by X
and Y.
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I Positive Relationship:This suggests that individuals having high
scores in one variable also have high scores ittier variable. It also
implies that those individuals who have low scaresne variable also
have low scores in the other variables.

high high

low low

Fig.4.1
(a) r = Perfect Positive Relationship (b) r = Maater Positive
Relationship

. Negative Relationship: As you can see, this is the opposite of
positive relationship. It suggests that individuatoring high on
one variable score low on another variable. Ib aiaplies that
those who score low on one variable score highthen other

variable.
high high
low low low
Fig.4.2
(c) r = Perfect Negative Relationship (d) r = Maate Negative
Relationship

iii. Zero Relationship: This suggests the absence of any
relationship. There is no relationship betwseares on the
two variables.
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high

low

Fig.4.3
(e) r = No Relationship

3.3 Pearson Product Moment Correlation Coefficien(r)

This type of correlation coefficient, named aftee man who developed
it, is used when the two sets of data are contisumuinterval data.
There are two major approaches of calculating tharsdon Product
Moment correlation coefficient (r).

The first is the deviations from the mean approadt|e the second is
the raw scores approach. Let us look at them dee thie other.

3.3.1 Calculating Pearson r using Deviations fromhie Mean

Z(X—YXY—V) of > xy
IEX-XPElv-vf XY

The formula is given by:

)y
where x = XX,y = Y-Y

Example 1:

Using the data below, calculate the Pearsonr.

X |10 |11 |12 |22 (13 |14 |15 |15 |16 |17 (17 |18 |18
Y |5 8 9 4 [r |6 |8 |9 |1C |10 |12 |14 |13

Step:
0] Find the mean for X and Y.
(i)  Complete the composite table.

(i) If Xxy =80.90Xx? =87.253y? = 107.72, Then—ny =

lzxzyz

X Y X-X |Y-Y |xy X2 |y?
) [(y)
1 10 5 NS -3.8 |17.10 |20.25 (14.44
2 11 8 -3.5 |-0.8 |2.80 (12.25|0.64
3 12 9 -2.5 0.2 -0.5C 16.28 ]0.04
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4 12 4 -25 |-A.8 [12.00 |6.25 23,04
5 13 7 -1.5 |-1.8 (2.70 (2.25 |3.24
6 14 6 -0.5 |-2.8 (140 |0.25 |7.84
7 15 8 0.5 |-0.8 |-0.40 |0.25 |0.64
8 15 9 05 (0.2 |0.10 |0.25 |0.04
9 16 10 15 [1.2 |1.80 |2.25 |1.44
10 17 10 2/5 1.2 |3.00 |6,25 |1.44
11 17 12 25 3.2 [8.00 [6.25 |10.24
12 18 14 3.5 |52 18.20(12.25 |27.04
13 18 13 35 4.2 14.7C]12.2¢F |17.64

188 |115 80.90 | 87.25|107.7
14.5 (8.8 2
; _ 8090 _ 8090 _ 8090
\V8795x107.72 1939857 96.94<
r = 0.83

3.3.2 Calculating Pearson r using the Raw Score Mabd

The formula is given by r = DRSEININ

INEXE-(Ex2)- NS Y2 - (DY F)

where x = XX,y = Y-Y
Example 2:
Let us use the same data in example 19.1.

X |10 |11 |12 |12 |13 |14 |15 |15 |16 |17 |17 |18 |18
Y |5 8 |9 |4 |7 |6 |8 |9 |10 |1C |12 |14 |13

Steps:

I Complete the composite table.
i. If N =13, =X = 188,XY = 115,3ZXY = 1744,%X? = 2806 and
YY?2=1125, then:

. _ ND XY - XYY
INE X - (2 x2)- NS vE - (2 v f)
SIN X Y XY X? Y?
1 10 5 50 100 25
2 11 8 88 121 64
3 12 9 108 144 81
4 12 4 48 144 16
5 13 7 91 169 49
6 14 6 84 19€ 36
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7 15 8 120 225 64
8 15 9 135 225 81
9 16 10 160 256 100
10 17 10 170 289 100
11 17 12 204 289 144
12 18 14 252 324 196
13 18 13 234 324 16¢€
> 188 115 1744 2806 1125
14.5 8.8
13x1744-188x115

J13x2806-188 x13x1125-115
22672- 21620

\/36478-35344x14625-13225
1052

71134x 1400

= &52 = 0.83
126(

You can see that the two approaches give the sasdt.r This is
because the formula of the raw scores method ivadde from the
formula of the deviations from the mean method. Yl have to note
that when the scores are large and the means afdXYaare whole
numbers, the deviations from the mean method besosiaper to
handle. But when the means of X and Y are not whalabers the raw
score method is preferred.

SELF-ASSESSMENT EXERCISE

Use any method to calculate the Pearson r of ttee da

SIN |1 2 3 4 5 6 7 8 9 10
X 51 44 (7C |32 |65 |67 |18 |71 |45 |80
Y 49 141 (45 |31 |5C |61 11 |64 |21 |75

3.4 Spearman Rank Order Correlation Coefficient +ho

This correlation coefficient was developed indepsrily by Spearman
and Brown. This is why it is sometimes referreasoSpearman-Brown
Rank Order Correlation Coefficient. It is more plgply known as

Spearman rho, because Spearman was the first tslpub It is an

approximation of the Pearson r. It is used when dberes in each
variable arc ranked in the same direction, witlpees to magnitude.

So, in the use of Spearman rho, ranking is empédsiz must be done
and correctly too.
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3.4.1 Calculation of Spearman Rank Order Correlatn

The formula is given by: rho £

Example 3:

Calculate the rho of the data presented below:

6 D?
N(NZ-1)

RESEARCH METHODSIN OPEN AND DISTANCE EDUCATION

SIN |1 2 3 4 5 6 7 8 9 10

X 51 |44 |7C |32 |65 |67 |19 |71 |45 |8C

Y 49 |41 45 |31 |5C |61 |11 |64 |21 |1E

SIN X Y RX RY D D?

1 51 49 6 5 1 1

2 44 41 8 7 1 1

3 70 45 3 6 -3 9

4 32 31 9 8 1 1

5 65 50 5 4 1 1

6 67 61 4 3 1 1

7 19 11 10 10 0 0

8 71 64 2 2 0 0

9 45 21 7 9 -2 4

10 80 75 1 1 0 0

) 10

Steps:

I Complete the composite table by getting theksamand the

differences between the ranks.

. 6> D?

. Apply the formula: rho 1 m

o = 1. 6x18 _ _ 108 _ 108
10102 -1) 10x 98 99(C

= 1-0.109 = 0.891

3.5 Point Biserial Correlation Coefficient -rpbi

You have worked through the Pearson r and Spearhmariet us close
this unit with the point biserial correlation cdefént which is used
when one variable has dichotomized values. .Typmemples of
variables which can use rpbi are scores and sex.
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Example 4:

S/ (2 |3 |4 |5 |6 |7 |8 9| 10/ 11} 12
N

X |10 |15 |11 |13 |12 |18 |20 |14 |16 |17 |0S |07
Y G B |G B |6 |G B |G B B |[B |B

The formula for this is given by: rpbi >_<pS—1Xq\/m =% lo/q

where Xp  =mean score of the continuous variable of the suim
that belongs to the natural dichotomy p.

Xq = mean score of the continuous variable of theysup
that belongs to the natural dichotomy q.
st = standard deviation of the total scores fonthele group

on the continuous variable.
= proportion of the number of members in subgroup

folhelh o]

= proportion of the number of members in subgrq.
Now, let us look at the steps you can follow:

I Find Xp= mean for the proportion of boys and the group.
15+13+20+16+17+09+07 97 _

= =—=13.86
7 7

. Find Xq= mean for the proportion of girls in the group.
_ 10+11+12+18+14=6_5: 13.0
5 5
lii.  Find p=7/12 =0.58
Iv. Find q = 5/12 = 0.42.
V. Find St.
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SIN X X-X (X - X)?

1 10 -3.5 12.25

2 15 1.5 2:25

3 11 -2.5 6.25

4 13 -0.5 0.25

5 12 -1.5 2.25

6 18 4.5 20.25

7 20 6.5 42.25

8 14 0.5 0.25

9 16 2.5 6.25

10 17 3.5 12.25

11 09 -4.5 20.25

12 07 -6.5 42.2¢

=X 162 13.5 167.00
x-xJ

st o= 1 & - S ke

n 12

= 373

<. rpbi= %\/p_ = %ﬁ’m\/o.s&ou

= 0.2305563 x 0.493558

= 0.1137963 = on

SELF-ASSESSMENT EXERCISE
Find therpbi of the following data:
S/'jf (2 (3 |4 |5 |6 |7 8|9 10 11 12 13
N
X |6C |4C |55 |2C |70 |35 |48 |15 |3C |57 |65 |25 |30
Y/G B B |G B |GB |G |B |G |B |G |G

4.0 CONCLUSION

A very good number of research studies tend torohéte the nature and
scope of relationships which exist between two orenwariables being
investigated. In this unit, you have seen thatdbgree of relationship
which exists between variables is referred to asetaion. You have
also noted that the statistical index of measutimg relationship is
called correlation coefficient.

This correlation coefficient presents a picturehofv a change in one
variable results in a change in the correspondangetated variable. The
result of the correlation tests can be used fodiptee purposes. But
they cannot be used for establishing a cause-akationship between
two variables.
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5.0 SUMMARY

In this unit, you have learnt that correlation he textent or degree of
relationship between two variables while the indowing the degree
of such relationship between the two variables @alled correlation
coefficient Correlation values range from-1 to+Ilcatter-grams of
different [types of relationships were shown. PearBroduct Moment
Correlation Coefficient otherwise called Pearsowas also discussed
with the two methods for the computation. Thesetheedeviation and
the raw score methods. The methods for calculatiegSpearman rho
and the Point Biserial Correlatignpbi) were discussed in detail. The
next unit will take us to the test of hypothesesdmplete the module.

6.0 TUTOR-MARKED ASSIGNMENT

I Using any convenient correlation method, caltlathe
correlation coefficient of the data given below:

1 2 (3 (4 |5 |6 |7 |8] 9 10 11 12

31 |24 |50 |12 |45 |47 |09 |51 |25 |60 |15 |iC
29 |21 |25 |11 [3C |41 |01 |44 |11 |55 |05 |03

<[x[z @

. What is the interpretation of the correlati@sults?
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1.0 INTRODUCTION

Hypothesis is can be considered as the major msint1 in research.
The formulation of a very good hypothesis goes hanlkand with the
selection of a good research problem. Hypothesss tsntative hunch,
which explains the situation under study. In otwerds, the researcher
designs the study to prove or disprove it. Evesseagcher looks for a
working or positive hypothesis. This is becausasitvery difficult,
laborious and time consuming to make adequateidiis@tions in the
complex interplay of facts without hypothesis. Apbyhesis gives
definite point and direction to the study. It pretseblind search and
indiscriminate collection of data and helps to mhlithe field of inquiry.
Now let us look at the concept of hypotheses iaitiet

2.00BJECTIVES
By the end of this unit, you will be able to:

explain the concept of hypothesis

discuss the importance of hypothesis

describe the sources of hypothesis

explain the types of hypothesis

explain the characteristics of a good hypothesis
formulate the types of hypothesis.
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3.0 MAIN CONTENT

3.1 The Concept of Hypothesis

Hypothesis whose plural is hypotheses, is derivethfa Greek word
called ‘hypotithenai’ which means ‘to put under’ ‘to suppose.” When
a hypothesis is put forward as a scientific hypsithea scientific method
Is required to test it. Etymologically, hypothesss made up of two
words, “hypo” (less than) and “thesis”, which medess than or less
certain than a thesis. It can be regarded asrdsimptive statement of
a proposition or a reasonable guess, which is basedavailable

evidence, and which you as a researcher seek te gop having the

study. Lundberge described hypothesis as a teatgtweralisation, the
validity of which remains to be tested. In a layrsaview, hypothesis
may be described as a hunch, guess, imaginative wleich becomes
the basis for action or investigation.

In their own description, Goode and Hatt see hygsithas a proposition
which can be put to test to determine its validibet us look at

hypothesis as a statement temporarily accepteduasirt the light of

what is known about a phenomenon, at a time, amsdamployed as a
basis for action in the search of new truth. You ceow see that
hypothesis is a tentative assumption drawn frommkedge and theory
and it is used as a guide in the investigationtbéiofacts and theories
that are yet unknown.

It can also be taken as a guess, a suppositiorientative conclusion as
to the existence of some facts, conditions or igglahips relative to
some phenomenon. it serves to explain such facédr@ady known to
exist in a given area of research and to guidedlaech for new truth.
Hypothesis shows a reflection of the researchgtsss as to the
probable outcome of the experiments or investigatidou can take a
hypothesis to mean a shrewd and intelligent guassupposition,
inference, hunch, provisional statement or teneéagj@neralisation of the
existence of some facts, conditions or relatiorshiglative to some
phenomenon which serves to explain already knovetsfan a given
area of research and to guide the study to artivea truth on the basis
of empirical evidence. It is then put to test fie tenability and for
determining its validity.

Most times, we regard a research hypothesis agdicive statement,
capable of being tested by scientific methods, twhielates an
independent variable to some dependent variabte. inStance we can
say that learners who receive facilitation on lge better than those
who do not have on-line facilitation. “There is aspive relationship
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between academic achievement scores and scoremgieation of self
study material in Open and Distance Learning ”

3.2

Importance of Hypothesis

Hypothesis is recommended for all major studiegxplain observed
facts, conditions or behaviour and to serve asidegin the research
process. The importance of hypotheses may be susedas follows.

1.

186

It facilitates the extension of knowledge inaea. It provides
tentative explanations of facts and phenomena,candoe tested
and validated. It sensitises the investigator @édain aspects of
situations which are relevant from the standpointhe problem
in hand.

It provides you with rational statements, cainsjsof elements
expressed in a logical order of relationships Wheeek to
describe or to explain conditions or events, Heate not yet been
confirmed by facts. It enables you to relate dajy known
facts to intelligent guesses about unknown comati It is a
guide to the thinking process and the processsobuery.

It provides direction to the research. It dedivehat is relevant
and what is irrelevant. It tells you such speaifezds you need to
do and find out in your study. Thus it prevents tieview of
irrelevant literature and the collection of useles excess data.
It also provides a basis for selecting the sarapie the research
procedures to be used in the study. The stafistez@nniques
needed in the analysis of data, and the relatipadtetween the
variables to be tested, are also implied by th@otheses.
Furthermore, the hypotheses help the researcheelimit his
study in scope so that it does not become broadhwreldy.

It provides the basis for reporting the coniclos of the study. It
serves as a framework for drawing conclusions. Ydufind it
very convenient to test each hypothesis separatalystate the
conclusions that are relevant to each. On thes bafsthese
conclusions, you can make the research reportestiag and
meaningful to the reader. It provides the outliloe setting
conclusions in a meaningful way.
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3.3 Sources of Research Hypothesis

Research hypotheses may be derived directly frarstatement of the
problem; they may be based on the research literabn in some cases,
such as in ethnographic research, they may be aedefrom data
collection and analysis. The various sources pbllyeses may be

> Review of similar studies in the area or of thedss on similar
problems;

> Examination of data and records, if available, esning the
problem for possible trends, peculiarities anceottiues;

> Discussions with colleagues and experts about thblgm, its
origin and the objectives in seeking a solution.

> Exploratory personal investigation which involvesgmal field
interviews on a limited scale with interested st and
individuals with a view to secure greater insigtid the practical
aspects of the problem.

> Intuition is often considered a reasonable sourteesearch
hypotheses -- especially when it is the intuitadra well-known
researcher or theoretician who “knows what is kmbw

> Rational Induction is often used to form “new hypedes” by
logically combining the empirical findings frommerate areas of
research

> Prior empirical research findings are perhaps tlostncommon
source of new research hypotheses, especially whesfully
combined using rational induction

> Thus hypothesis are formulated as a result of phioking about
the subject, examination of the available data amaterial
including related studies and the council of eiger

3.4 Types of Hypothesis

A research hypothesis is a predictive statement tledates an
independent variable to a dependent variable. udtroontain, at least,
one independent and one dependent variable. It eis$tated in a
testable form for its proper evaluation. You alyeatbted, that it is
important to indicate a relationship between theialdes in clear,
concise, and understandable language. Researchthegps are
classified as being directional or non-directional.

3.4.1 Directional Hypothesis

All hypotheses which stipulate the direction of thepected differences
or relationships are known as directional hypoteeséor example, the
research hypothesis: “There is a significant pesitirelationship
between learners’ scores in English and their scoreEnglish
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Literature” is a directional research hypothesidis hypothesis shows
that learners who score highly in English also scligh in English
Literature, and therefore stipulating the directodrthe relationship.

3.4.2 Non-directional Hypothesis

This is a research hypothesis which does not gpéled direction of

expected differences or relationships. For ingtartbe hypotheses:
“There will be significant difference in the ach@went scores of male
and female learners in Statistical Methods. Yon sae that this
hypothesis stipulates that there will be a diffeesrbut the direction of
the difference is not specified. A research hypsithean also take
statistical form, declarative form, the null foror,the question form.

3.4.3 Statistical Hypothesis

A statistical hypothesis is given in statisticatnte and used to test
whether the data collected support or refute tleearch hypothesis.
Technically, it is used in the context of inferantistatistics as a
statement about one or more parameters that aresunesaof the

populations under study. Most of the times, theg given in

guantitative terms. For instance: “The mean aclmem@ score of
learners taught through e- facilitation is equatii®e mean achievement
score of the learners taught through physical itatibn.” We can

therefore say that statistical hypotheses are,aroed with populations
under study. We use inferential statistics, tond@nclusions about
population values even though we have access tp @rdample of

participants. We normally use inferential statistby translating the
research hypothesis into a testable form, whichcaled the null

hypothesis. An alternative or declarative hypothesidicates the
situation where the null hypothesis is not truehe Ttated hypothesis
will differ depending on whether or not it is a elitional research
hypothesis.

3.4.4 Declarative Hypothesis

This is used when the researcher makes a postiatement about the
outcome of the study. For instance, the hypothé3ise academic
achievement of male students is significantly higtlten that of the
female students in Physics,” is a declarative hygsis. In this case,
you as a researcher make a prediction based on twmaretical

formulations of what should happen if the explaoradiof the behaviour
you have given in your theory are correct.
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3.4.5 Null Hypothesis

Here you make a statement that no relationshipt&xFor instance,
“There is no significant difference between thedmraic achievement of
open and distance education students and thatneeational education
students,” this is an example of null hypothes&nce null hypotheses
can be tested statistically, they are also regardsd statistical

hypotheses. They can be called the testing hypethehen declarative
hypotheses are tested statistically by convertiegntinto null form. It

states that even where it seems to true, it isalueere chance. It is left
for you to reject the null hypothesis by showingttlthe outcome
mentioned in the declarative hypothesis occurs thiadl it cannot be
easily dismissed as having occurred by chance.

3.4.6 Question Form Hypothesis

In this case, a question is asked as to what tteooe will be instead
of stating what outcome is expected. For instaiige®u are interested
in finding out whether the use of computer in |&@gnhas any
relationship to academic performance of student®ii, then, the
declarative form of the hypothesis should be: “Tise of computer in
learning will increase the academic performancstudents in ODL”,

The null form would be: * The use of computer iar@ng will have no
effect on the academic performance of students i..OThis shows
that no relationship exists between the use of etergn learning and
academic performance of ODL students.

The guestion form can be stated as follows: “\Wi# use of computer
in learning increase the academic performanceualiesits in ODL?

3.5 Characteristics of a Good Hypothesis

A good hypothesis must have the following charasties:

) It should be clear and precise. If the hypothesisot clear and
precise, the inferences drawn on its basis cabeotaken as
reliable.

1)) ii) It should be capable of being tested. A hyyesis “is testable

if other deductions can be made from it whichfum, can be
confirmed or disproved by observation.”

1)) i) It should state relationship between variahlé it happens to
be a relational hypothesis.

iv) iv) It should be limited in scope and must be #ecYou must
remember that narrower hypotheses are generallye testable,
you should therefore develop such hypotheses.
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V) V) It should be stated as far as possible in ramsple terms so
as to be easily understandable by all conceriiad.you have to
remember that simplicity of hypothesis has nothimgo with its
significance.

Vi) vi) It should be consistent with known facts iie.must be
consistent with a substantial body of establidlaets.

vii) It should be amenable to testing within agenable time. You
should not select a problem which involves hypsésethat are
not agreeable to testing within a reasonable prdifsed time.

viii) It must explain the facts that gave risete need for explanation.

This means that a hypothesis must actually expiat it claims to
explain, it should have empirical reference.

4.0 CONCLUSION

As earlier mentioned, note that every researchaitsldor a working or
positive hypothesis. This is because it is veryidift, laborious and
time consuming to make adequate discriminationsthi@ complex
interplay of facts without hypothesis. A hypothegiges definite point
and direction to the study. It prevents blind skaaod indiscriminate
collection of data and helps to delimit the fiefdraquiry.

5.0 SUMMARY

In this unit, you learnt that hypothesis can besodered as the major
instrument in research. The formulation of a vgopd hypothesis goes
hand in hand with the selection of a good reseproblem. Hypothesis
is a tentative hunch, which explains the situatiodler study. In other
words, the researcher designs the study to prowdisprove it. Every

researcher looks for a working or positive hypoites

6.0 TUTOR-MARKED ASSIGNMENT
1 Explain the concept of hypothesis

2 Discuss the importance of hypothesis
3. Describe the sources of hypothesis
4
5

Explain the types of hypothesis
Explain the characteristics of a good hypothesis.
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1.0 INTRODUCTION

In Module one, you were introduced to the typesyotheses. In this
unit, you will learn how to test the hypothesesngssome of the
statistical tests. The purpose of testing a hymishis to determine the
probability that it is supported by facts. You magt a hypothesis by
applying it to already known facts or taking it asnew appeal to
experience. This same mental technique to problgmeag is also

employed by science and philosophy.

Hypotheses are used as indicators of the realmstiswers which
researchers have to their stated problems or g@msstn research. So
when hypotheses are tested, the results lead ablisbiment of new
facts or confirmation of old ones. If a hypothasisuccessfully verified
or tested and confirmed to be true, it is then usesipport a theory.

In other words, theories are developed, testedcantirmed in research
through the process of hypothesis testing. Thidd¢a the generation or
advancement of knowledge. In this unit, you arengdd be exposed to
the rudiments of the processes involved in tedtyptheses,
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2.0 OBJECTIVES

By the end of this unit, you will be able to:

o explain the alpha level or level of confidence atebree of
freedom;

o discuss the two types of errors in hypothesisrgsti

o illustrate how to use the t-test to test a givelh mgpothesis;

. describe how to use the relationship between airosl
coefficient and t-test in hypothesis testing;

o discuss how to use analysis of variance to tesbtingsis;

o outline how to use chi-square to test hypothesis;

. explain the meaning of one-tailed and two-tailesise

3.0 MAIN CONTENT

3.1 Selection of the Level of Significance or Alphkevel

In proposing your hypothesis, you must include afidence limit,
otherwise called alpha level) or significance level. In most researches
in education, two alpha levels are used. Theses&%€0.05) and 1%
(0.01). If you choose 5% in a particular study, itin@lication is that if
your study is replicated 100 times, the same ougcwntl occur 95 out
of 100, and 5 out of 100 may vary due to chancg.i$f 1% (0.01) level
of significance, it means that if your study islregted 100 times, you
are sure 99 out of 100 will be correct while 1 oul00 may vary due to
chance factors. This is a more rigorous confidéecel.

At this point, you need to note that when you teslypothesis, you are
only dealing with probability of something beingudr or false.

Hypothesis testing helps you to make predictioasd not to establish
causation. It does not provide absolute proof. other words, a
hypothesis cannot be proved absolutely true oefals

3.2 Degrees of Freedom

This is the number of observations which are fregary when certain
restrictions have been placed on the data beingidered, Take for
instance, in your class, you ask your students rtvigge any four
numbers which would be added to 4 to add up tor24his case, it is
fixed, other numbers can vary. But no matter hogythary, 4 must be
added to sum up to 24. Therefore, the degree etltnm here is N - 1,
where N is the total number of choices while 1hes fixed variable. As
we go on, you will see the modal for getting thgrees of freedom for
different tests.
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3.3 Typel and Type Il Errors

When you embark on a research study which invothestesting of
hypothesis, the level of significance and the degoé freedom will
enable you to take a decision about whether tophamenot to accept
(reject) the hypothesis. If the null hypothesis athyou have proposed
is true and you accept it because your evidencpastgit, then you are
quite in order. It is correct. But if the null hyghesis is true based on the
available evidence and you reject it, it is notreot. It is an error. Thus,
the rejection of a true null hypothesis when itidddave been accepted
is known as Type | error.

On the other hand, if the null hypothesis is fads®l you accept it,
instead of rejecting it, you are also not corrdnt.other words, the
acceptance of a false null hypothesis when it shbale been rejected
is referred to as Type Il error.

You have to note that as you try to minimize typerror by becoming
too rigorous, may be you reduce the significaneell&rom 5% to 1%,
you stand the chance of making type Il error byaasing the level of
significance from 1% to 5%.

3.4 Two-tailed and One-tailed Tests

When hypothesis is stated in such a way that itsdoat indicate a
direction of difference, but agrees that a diffeeemxists, we apply a
two-tailed test of significance. Most of the nulpotheses are two-
tailed because they do not indicate the directibrditierence. They
merely state that there is no significant diffeebetween A and B. For
instance, there is no significance difference iad&enic performance
between those who went to Federal Government Gzdlagd those who
went to State Schools,

When hypothesis is stated to indicate the directbmlifference, it is
called a one-tailed test. For example, people www ih high altitude
areas perform better in long distance races. Peaple have stout
bodies do better in short-put. Expensive cars atebin performance
etc.
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3.5 The T-test

The t-test otherwise called the student's t-teahisnferential technique.
It was developed by William Gosset in 1908. Therme \aarious t-test
techniques used for various tests of hypothesiscarmmg the
following:

I difference between population and sample means;
. difference between two independent samplesnsiea
iii.  difference between matched samples' means;

iv.  the significance of Pearsonr;

V. difference between correlated coefficients;

Vi, difference between variances that are corrdlate

We are not going to treat all these in this coutsa, during your
master's degree programme, you will have all ortrnbshem. For this
unit, we shall take only three methods, Before wengo that, you will
have to note that there are conditions for theafisdgests. These are:

I there must be two groups to be compared,;

. the population from which the samples are drammst be
normally distributed;

iii.  the population variances are homogenous;

iv.  the samples are independent or randomly dravem fthe

population;
V. the variables have continuous values;
Vi, suitable for both large and small samples (mitless than ten).

Note that any sample size less than 30 is regaadesinmall, but
when the sample size is more than 30, it is resghest large. The
procedure for carrying out z-test is the same hat toft-test.
While z-test is specifically used for large samspletest can be
used for both small and large samples. When tisessed for
large samples, it approximates to z-test.

3.5.1 Difference between Population and Sample Mean

When you want to compare a population and samplans)eyou will
use this mode:

where X = sample mean

L = population mean

S = standard deviation

n = number.

For instance, you are given that the mean achienesure of all SS.I
students in lhitte/Uboma, in an English standamlizest is 55%. A

195



ODL 732 RESEARCH METHODSIN OPEN AND DISTANCE EDUCATION

teacher conducted a study to verify this claim.uded 25 SS.I students
in that locality. He drilled them on the differeaspects of English

syllabus for SS.I, for about eight weeks. At thed,ethe teacher

administered the English test on the 25 studernitsré$ults are 59.85 as
mean and 8.50 as standard deviation.

The first step is to propose a hypothesis (Ho). ¥an say the sample
mean of 59.85 is not significantly greater than plopulation mean of
55, at an a level of 0.05 or you can say that therao significant

difference between the sample mean of 59.85 andlaign mean of

55.

X—u NG
t= whereX =59.85,u=55,S=8.50and n =25
S/\/n—l !
5985-55 _ 485 _ _
\J25-1
2.795

At this point, you have to take a decision. Thidl we based on the
comparison of the calculated value oft-test andvtilee oft-test on the
table or the critical region.

Now that tg = 2.795, df - 25 - 1 = 24, alpha level - 0.05
tavat (25 : 0.05) = 2.060.

For decision rule, if calculated value is greakemtthe value in the table
or critical value, Reject the null hypothesis. Bifithe calculated value
is less than the value on the table, Accept ho.

From this result, ¢t is greater than theaf i.e. 2.795 > 2.060. We
therefore reject that there is no significant diéfece between the
population mean and the sample, mean. It implieg there is a
significant difference between the two means.

SELF-ASSESSMENT EXERCISE

What do you understand by the following?
(@ P<0.05

(b)  degree of freedom

(c) Type land Type Il errors
(d)  Two tailed and one tailed test.
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3.5.2 Difference between Two Independent Samples’@dns

In section 3.5.1, you learnt how to find the t-testsignificance when
the population mean and the sample mean are giwest of the times,
you will be confronted with a situation where twangles are randomly
and independently drawn from a normal populatibnthé variances of
the samples as estimates of the population varialwenot differ

significantly or are homogenous, we can then say they have a t-
distribution, This is particularly when the samplsizes are not large.
Remember that a large sample size is from 30 aadeald he t-statistics
which you can use in this case is as follows:

\/_(nl 18" +(n, -1S,"[n, +n,)

X, =X
where S1 = u

Example 2:

A teacher wanted to compare the academic perforenahtwo sets of
students in his school with a view to finding ouhether their mean
performances are significantly different. He cakégtsamples of the two
sets. His results are shown in the table below:

Set Mean Standard No. of Samples
Performanc deviaton

200t 50% 14.5( 80

200¢ 58% 12.0( 75

Solution:

I Propose a null hypothesisoHThere is no significant difference
between the mean performances of the studentstfrertwo sets.
X-X
\/_(nl _1)512 +(n2 _1)522_ n, + nz)
(n,+n,-2)n, xn,
58-50
\/ (75— 1)122 + (80— 1)14.52 )[75+80)
(75+80-2)75x 80
8
\/[(74)144+ (79)21025)159)

. t =

153x 6000
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@0656+1660975n55
918000

J2726575x155
918000

/42261913
918000
8 8

7/ 4.6036942 2.145622:
= 3.7285224 3.73

ii. Decision:
tca = 3.73, fpat (75 + 80 — 2 : 0.05/2) wgat 153 : 0.05
tcar = 3.73. 1(153:0.025) = 1.96

Since ta Is greater thanwb, we reject H. It means that there is a
significant difference between the mean performamfehe two sets of
students.

SELF-ASSESSMENT EXERCISE
The result of a researcher’s study, to find outhé#re is a significant

difference between the performances of males amdlés in his class is
given below:

Gender Mean Standard No. of Samples
Performanc |deviatior

Males 65% 11.5(C 45

Female 58% 14.2( 40

Are the gender-wise performances significantlyedignt?
3.5.3 Difference between Two-Matched Sample Means

Most of the times, researchers are faced with ssitnations where they
have to compare the performances of a set of stsidentwo different
subjects or related subjects, reaction times, dalex levels to two types
of drugs or situations etc. When this happens pties of samples are
not independent. The samples can be constitutedghrrandomization.
Therefore, if the samples are matched, we assumk thiere is no
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difference between the two sets of scores or vimsabit implies that

- - d -
X1—x2.SOX1—X2:d,andZT=d=0.

d
s'Vn-1

- d
whered =ZT’ S = standard deviation of the ds.

The t-statistic is therefore given by the formula:

Example 3:

A set of students took tests in both Mathematiod Statistics. Their
results are as follows:

SIN

1

2

3

4

5

6

5

8

9

10

11

12

13

14

15

16

17

18

Mathemat
cs

50

65

70

35

44

52

67

72

48

38

59

65

62

40

54

64

70

55

Statistics

480

74(30(40

50

69(70|50

42

60

70

60

29

52

61

70

53

Are the results significantly different?

I Complete the table by getting d = differencendlir) between
Mathematics and Statistics.

SIN Mathematics | Statistics D d
1 5C 48 2 4

2 65 6C 5 25
3 7C 74 -4 1€
4 35 3C 5 25
5 44 4C 4 1€
6 52 5C 2 4

7 67 69 -2 4

8 72 7C 2 4

9 48 5C -2 4
1C 38 42 -4 1€
11 59 6C -1 1
12 65 7C -5 25
13 62 6C 2 4
14 4C 29 11 121
15 54 52 2 4
1€ 64 61 3 9
17 7C 7C 0 0
18 55 53 2 4

> 22 286
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. = d
Il. Find d= mean of d _Zr:1 =i—82 =122.

iii. Find >d? = 286.
V. Find S - standard deviation.

S DX X A

n 18

[5148-484 _ 4664
18 18

= 16.097
r substitute for the formula:t = W 2—1
-l 508 = 0313
16.097 16.097

Decision:  ta=0.313,&pat (17: 05) - 2.131

Since ta is less thand, (critical value), we ACCEPT that there are no
significant difference in the resultsQR that the results are not
significantly different.

3.5.4 Testing Hypothesis about Correlations

In the sections you have studied, you have seentitest can be used in
different forms. You will have to note that whenployheses testing
involve the use of correlation coefficients, thare two ways to test
them. The first which you are familiar with is tseuthe table and find
out if the correlation coefficient is significant.

The second is that, instead of using the correlatioefficient directly
from the table, you can subject it further to adtt In this case,

1-r? : n—2
n-2 1-r?

Example 4

A teacher wanted to find out whether students' excan Technical
Drawing have any significant relationship with thescores in
Mathematics. He used the Pearson Product Momentel@bon
Coefficient to do this. He came out with a cornelatcoefficient of r -
0.60, N = 50.
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To find out if this is significant:

I Propose a null hypothesis: The students’ scare¥$echnical
Drawing and Mathematics are not significantly teth OR,
There is no significant relationship between thelents' scores
in both Mathematics and Technical Drawing.

. Substituting with the formula:

.- n-2 _ ogo Y502 _ 060v48
1-r? J1- 0602 J064

_ 41569219

- 0.8

=  5.196

iii. Find the critical value by using t(50 — 1 : @05) = 2.021.

iv.  Since ta is greater thanab i-e. 5.196 > 2.021, we reject the null
hypothesis and say the students* scores in Mattiesnand
Technical Drawing are significantly related.

SELF-ASSESSMENT EXERCISE

In a research study, it was found that the cormelatoefficient of two
variables was 0.72 and the number of the resposdeas 50. Propose a
null hypothesis and test it using this informatair0.05 levels.

3.6  Analysis of Variance (ANOVA)

In the sections earlier, you studied the t-test amdises in verifying
hypotheses. In the test for hypothesis, we canatply the analysis of
variance (ANOVA) which is referred to as Fishers{l{g-test).

It is @ more versatile test which can be used wiveoeor more variables
are involved for comparison. You can see that ifenthhan two groups
or variables are involved the z or t-tests caneot$ed; ANOVA is used
to determine the interaction effect of two or meegiables, especially
when the means of the sampled groups differ betwedfor among the
groups.

Example 5:

Scores of three randomly selected groups of stsdardéin English test
are given below.

GP 115 |20 (12 [1C |9 7 11 (18 |14
GPz |13 (12 ]15 18 |2C |11 |8 14 J1C |9

(o))
(6)]

N
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Pz |18 |16 |13 |9 [8 |4 |20 12 [7 |10
Test the hypothesis that the three groups do nlmingeto the same
population.
S/N X1 X2 X3 X42 X2? X3?
1 15 13 18 225 169 324
2 20 12 16 400 144 256
3 12 15 13 144 225 169
4 10 19 9 100 361 81
5 9 20 8 81 400 64
6 7 11 4 49 121 16
7 6 8 20 36 64 400
8 11 14 18 121 196 324
9 18 10 12 324 100 144
10 14 9 7 196 81 49
11 5 4 10 25 16 10C
= 127 135 135 1701 1877 1927
X 11.55 |12.27 |12.27
Find:
1. IX1=IX1 + XX +EXs = 127 +135+135 =
397

2. IX%=3IX% + X3 + X% =1701 + 1877 + 1927 5505
3. N1 = Ni+N2+Ns=11+11+ 11 = 33

X, ) 2
We shall take the correct factor to 1) %

1

, (%) 157609
4. Sum of squares total ($S= > X," - N = 5505—T

1

= 5505 - 4776.03 =
728.97
5. Sum of squares, between groupp)SS

SS) (le)z +(ZX1)2 +(ZX1)2 _(le)z
N, N, N, N,

127 N 135 N 135° B 397

11 11 11 33
1466.2727 + 1656.8182 + 1656.8182 — 4776.03
477919091 — 4776.03 = 3.891
6. Sum of squares within group (9SSSy = SS—- S$ = 728.97 —
3.8791 = 725.09
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7. Degree of freedom, betweenjdf K-1=3-1=.
8. Degree of freedom, within (@f = N-K=33-330.
Where N = total number of sample
9. Variance, between groupswV = jTS" =
b
3.8791
2
1.94
: o _ ss, -
10.  Variance, within groups ¥ o
72509
3C
24.17
11. F-raio=2> = 94 = 008
24.17

w

12. Determine the critical value of F.

From the calculation df = 2 and df = 30, go to the F-table and find the
point of intersection of 2 and 30 at 0.05 levelisTiill give you the F-
value i.e. 3.32.

13. Decision: F - value calculated = 0.08
F - value critical = 3.32

Since the calculated value is less than the ckitiahue for the degrees
of freedom 2 and 30, and alpha level of 0.05, weCE@T the null
hypothesis that the scores are not significanfifigint.

For the purpose of presenting the result in a reke@port, a summary
of the results is shown in a table while the corapohs are shown in
the appendix. Thus:

Sources o/Sum ofiDegree |Varian |Fcal |F-crit [Decision
Variation squares |of ce

freedo

m
Between 3.8791 |2 1.94 0.08§ 3.32 Accept ho
group:
Within groups | 725.090G0 24.17
Total 728.969132
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Self Assessment Exercise

SIN |1 2 3 4 5 6 7 8 9 1C
X1 |6 7 13 |8 12 |5 10 |6 9 11
X2 |15 (14 |10 |12 ]13 (11 (14 J1Cc (12 |13
X3 |5 8 1¢ |15 |4 13 |7 13 |6 9
Xq |10 |7 S 8 9 8 6 4 7 3

Use the data above to verify a null hypothesis @5.0

Now that you have seen ANOVA and how to use it,car now go to
the next test. But before we do that, you haveote that ANOVA can
be one-way as in the example given, two-way or ipleltANOVA. We
are not going to discuss these other ones hereetdmwyou will meet
them including ANCOVA - analysis of covariance imuw master's
degree programme. For now, let us turn to the ghase.

3.7 The Chi-Square

The word chi is pronounced kai. The chi-square isteat of

independence which is used for analyzing data dhatin the form of
frequencies occurring in two or more mutually escle or discrete
variables being compared. The test allows us terdebhe whether or
not a significant difference exists between theeoled frequencies of
cases in each category of variables studied vethes expected
frequencies or data or number of cases in eaclyaateof variables
based on the null hypothesis. The observed frequendata obtained
from the actual frequency count while the expeadtedhe data that
would be obtained if equal numbers responded tostrae variables
equally. The larger the margin between the obsearetithe expected
frequency counts, the higher the chi-square valuéou can compare
the calculated chi-square against a given criticdle to determine
whether it is significant. The formula for chi-sgeas:

x2=4°% ¢ where § is the observed frequency, and
fe is the expected frequency in each cell.

Example 6:

A survey to determine the preference pattern ofesgarents on the
choice of courses for their children is given itable below. Use a null

hypothesis to determine whether the indicated peef®e pattern is
statistically significant.
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Frequency| Business| Law Medicing Engineg¢fiotal
g

Observe (24 50 52 34 16C

Expecter |4C 40 40 40 16C

Steps:

I State the null hypothesisoHThere is no significant difference
between the expected and observed preferencermaifethe
parents at 0.05 alpha levels.

. Apply the chi-square formula in each cell anansup at the end.

1. For Business = M = M = 6.4
E 40

2. For Law = (O-E) = M = 2.5
E 40

3. For Medicine = (O-E) = M = 3.6
E 40

2 2

4, For Engineering = (©0-Ef _ (34-40] _ 0.9

E 40
0-E)
X2 =L = 64+25+3.6+0.9= 134

E

To take decision on the significance of #ievalue, you have to find the
degree of freedondf. The example discussed above is a one-variable
case, so thef is given by: df =K - 1, i.e. (4 - 1) = 3. As u$ugo to the
chi-square table and look under df = 3, and yophallevel, which can
be 0.05 or 0.01. Again, if the calculated valueeexts the value on the
table, you reject the null hypothesis. In this c&at 3 : 0.05 - 7,82.
This is less than the calculated value, so we répecnull hypothesis.
Most of the times, researchers are confronted wheh test for the
independence of two variables. For instance, gemaaer opinion, or
religion and choice or age and opinion. Again, eaictine variables may
have two or more levels. The observed and the ¢éggdequencies arc
presented in a table called contingency tablea# & number of rows
and columns.

Example 7:
The enrolment pattern of students to different aoad programmes

according to religion is given in the table belo@alculate the chi-
square and test for the significance at 0.05.
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Religion |Academic Programmes

Business | Law Medicine | EngineeriTotals

ng

Christianit |50 35 48 45 178
y
Islamr 3C 45 35 50 16C
Traditiona (45 3C 25 40 14C
Godiar 25 20 3C 28 10¢<
Totals 150 130 138 163 581

To solve this problem, take the table above adahke of the observed
frequencies. Therefore, you will need the table fbe expected
frequencies. To find the expected frequency forheeell, apply the
formula:
column toalx row total
overal tota
Example, for cell 1, where the observed is 50,akgected is given by
150178 _ ,c g6
581

For the next cell where the observed as 35, theagd is given by

130x178_ 39 83 etc.
581

The expected frequencies are better presented tablke like the
observed. See the table below

Religion |Academic Programmes

Business | Law Medicine| EngineeriTotals

ng

Christianit [45.96 39.83 42.28 49.94 178
y
Islanr 41.3] 35.8( 38.0( 44.8¢ 16C
Traditiona |36.14 31.3:¢ 33.2¢ 39.2¢ 14C
Godiar 26.5¢ 23.0¢ 24.4¢ 28.9( 103
Totals 150.0 130.01 138.00 163.01 581

_ O-E)’
To get the chi-square value, we lge(E—)

Instead of taking the cells one by one, we usebke tio do the same

thing in a short time. Let us use a table to caleuthe chi-square.
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0 E O-E (O-Ey (O - EYJE
50 45.96 4.04 16.32 0.36
30 41.31 -11.31 127.92 3.10
45 36.14 8.86 78.50 2.17
25 26.59 -1.59 2.53 0.10
35 39.83 -4.83 23.33 0.59
45 35,80 9.20 84.64 2.36
30 31.33 -1.33 1.77 0.06
20 23.05 -3.05 9.30 0,40
48 42.28 5.72 32.72 0.77
35 38.00 -3.00 9.00 0.24
25 33.25 -8.25 68.06 2.05
30 24.46 5.54 30.69 1.25
45 49.94 -4.94 24.40 0.49
50 44.89 5.11 26.11 0.58
40 39.28 0.72 0.52 0.01
28 28.9( -0.9C 0.81 0.0¢
14.56

From the calculation shown above, the calculatddeves:
x=1456,df=(c-1)(r-1)-(4-1) (4 - 19-

For decision, go to the table to look for the cativalue at df = 9, alpha
= p =0.05. X 2tab -16.92.

Since the calculated value of 14,56 is less thandtitical value of
16.92, we Accept the null hypothesis that therends significant
difference between the observed values and thectegbgalues.

Self Assessment Exercise
Use the data below to verify your proposed nulldiiapsis:

Gender VX VY VZ Total
Male 55 40 5C 14k
Femalt 35 25 40 10C
Total 90 65 9C 24k

4.0 CONCLUSION

Now that you have successfully worked through timg on how to test
hypotheses, you are now prepared to carry out yesearch project
work. But before you go properly into that, we $hatroduce you to
how to write research reports in the next unit.
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5.0 SUMMARY

In this unit, we have discussed the selection @& #fpha level or
significance level and we said the two most comralpia levels used
in research are 0.05 and 0.01. We touched upoddabeees of freedom,
Type J error and Type Il error as the likely errthrat can be made in
decision making in the test of hypothesis.

Hypotheses can be frame in two formats, which aextional and non-

directional. This implies that we have two types;a-vis one tailed test
and two tailed test. You also studied the differigpies of tests used in
testing hypotheses. The t-test, the F-test andcthesquare are the
prominent. In the next unit, you will be introducedhow to write your

research reports.

6.0 TUTOR-MARKED ASSIGNMENT

A class of students did a test in Introduction Texbgy when they

were in JS.2. The same class of students studieldni@l Drawing in

their SS.2. The results are given in the table Wel@vhat is the

correlation coefficient of these sets of scoresip&se a null hypothesis
and verify it using t-test on the result of theretation coefficient.

SIN 112 3|4 516 |7 (819 |10{11|12(13[14]15

Introducti [2018|17|25|22|15(13({10|19|24(16(8 |5 |14|12
on
Technolo

gy

Technical|25 (20|18 (24 {20(17|18|15|19(20|20|12|10 (22|14
Drawing

7.0 REFERENCES/FURTHER READING

Ali, A. (1996). Fundamentals of Research in Education. Awka: Meks
Publishers (Nigeria)

Anaekwe, MC. (2002Basic Research Methods and Satistics in
Education and Social Sciences. Enugu:  Podiks Printing and Publishing
Company.

Denga, I.D. & Ali, A. (1983).An Introduction to Research Methods
and Satistics in Education and Social Sciences. Jos: Savannah
Publishers Limited.

Ogomaka, P.M.C. (1998hescriptive Statistics for Research Students.
Owerri: Peacewise.

208



ODL 732 MODULE 4

Olatian, S.O. & Nwoke, G.I. (1988practical Research Methodsin
Education. Onitsha: Summer Educational Publishers.

209



ODL 732 RESEARCH METHODSIN OPEN AND DISTANCE EDUCATION

UNIT 6 RESEARCH REPORTS WRITING

1.0 Introduction
2.0  Objectives
3.0 Main Content
3.1 Sample Format of a Research Report
3.2 Steps in Research Report Format
3.2.1 Preliminary Pages
3.2.2 Introduction
3.2.3 Literature Review
3.2.4 Research Methodology
3.2.5 Results and Discussion
3.2.6  Summary and Conclusions
3.2.7 Supplementary Pages
4.0 Conclusion
5.0 Summary
6.0 Tutor-Marked Assignment
7.0 References/Further Reading

1.0 INTRODUCTION

The final stage of any research process is thangribf the research
report. Research is very important, because thi#nigs generated can
be used for rational decision-making and, accortiingkpa (1979), as a
springboard for further research.

The main aim of writing research report is to commate or
disseminate the research findings to the literatiesce. In writing the
research report, the impersonal mode is prefeiffedt is to say, instead
of say “I did this”, you should say “the study wasried out to do this”.
You will have to note that in presenting a reseasgort, you have to
use the required format. Most institutions havertben format. These
formats or house-styles do not vary significanttpni the general
format. National Open University of Nigeria (NOUNJxchool of
Education, has its own house-style. You superwgtret you have it.
For the purpose of this unit, we shall discussgieeral format.
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2.0 OBJECTIVES

By the end of this unit, you will be able to:

o explain the chapter titles and sub-titles in a aede project
report;
o prepare a research report based on the given format

3.0 MAIN CONTENT

3.1 Sample Format of a Research Report

As you have seen in the introduction, a researdjegt report is a
detailed account of what the researcher has donghenprocess of
carrying out the research the findings of this gtuthe report is not
presented in any form. It follows an agreed forraat summarized
below. This format is only a guideline. Though tlighe conventional
format, only relevant section should be used ie kith your house-
style.

1. Preliminary pages:

I Title page

. Approval / Acceptance page
iii.  Certification page

Iv. Dedication

V. Acknowledgement page

vi.  Abstract

vii.  Table of Contents

viii.  List of tables

IX. List of figures

X. List of appendices

2. Chapter 1: Introduction

I Background to the Problem

. Statement of the Problem

iii.  Purpose / Objectives of the Study
V. Significance of the Problem

V. Scope of the Study

Vi. Research Questions and/or Hypotheses
vii.  Definitions of Terms
3. Chapter 2: Literature Review

I Review of Related Literature
. Conceptual Framework
4. Chapter 3: Research Methodology
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3.2

Research design

Population
Samples and Sampling techniques
Instrumentation - construction of instrumentsalidation,

reliability of instruments, administration and sog
Methods of data analysis

Chapter 4: Presentation of Results

Data analysis and findings
Summary of major findings

Chapter 5: Discussion

Interpretation of findings
Discussion of findings
Implication of the study
Recommendations
Limitations

Suggestions for further study

Supplementary page:
Bibliography

Appendices
Index

Steps in Research Report Format

You have already noted that a research report s¢raaght forward,
clearly and precisely written document in which yaitempt to explain
how you have resolved the problem before you. Tesgntation, in this
unit, is consistent with the most acceptable fosm&bo let us explain

them.

3.2.1 Preliminary Pages

The title page:This is the first page of this section. It contaihe
title of the study, the name of the author, thati@nship of the
research to a course or degree requirement, naiméheo
institution where the report is to be submittedd dhe date of
presentation.

The title should be concise and state clearly tinggse of the study.
The essential elements to be included in the dittethe major variables
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and the target population. These should be phrasedch a way as to
describe what the study is all about. You shoult state your title so
broadly that it may claim more than it can actuakliver. For instance,
sex differences in the enrolment of S.S.C.E. catdsl in Technical
Drawing from 2004 to 2007, or the effect of groucdssions on
learning outcomes in the Open and Distance Edutaiistem. You can
note the variables here. The title should be typedapital letters,
single-spaced, and centered between the right efhdnlargins of the

page.

. Approval/Acceptance page:The specifications vary from
institution to institution. It contains some of ethfollowing
information; the names, signatures of the headiepartment, the
dean, the supervisors) and dates, the namesifs} student(s).

iii. Certification page: This contains the attestation of originality of
the research project. It may also include the nantk signature
of the external examiner.

V. Dedication:Here, emotionally-lad en words may be permitted in
order to pay tribute to persons who are deardatithor or those
who contributed in one way or the other to thecssgs of the
project and those who would particularly be inséed m the
research findings.

V. Acknowledgement pageThis is used to express gratitude to
those who helped in the process of conductingréisearch and
preparing the report. It should be simple and-agsng.

Vi. Abstract: This is a succinctly summarised form of the report
containing the aim of the investigation, the sanphethods of
investigation, the instruments used for data ctbta, the
analysis and findings.

vii.  Table of ContentsThis serves an important purpose of providing
the outline of the contents of the report. It layg in a tabular
form, the chapters, headings and subheadingseofeibort. It is
sequentially arranged and numbered from the pieding to the
supplementary pages. Page references for each topi so
indicated.

viii.  List of tables and figure and appendicel:tables and/or figures
are used in the report, a separate page is irtlotesach list. It
should indicate the page numbers in which theetabk figures
presented in the report are located. The numbmdstiles are
serially listed. Also contained is the list of @pplices that are
embodied in or annexed to the report.

The pages of the preliminary section are numbaerighl lower-
case Roman numerals (i, ii, iii, iv, v, etc).
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3.2.2

Vi.

Vil.

3.2.3
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Introduction

Background to the ProblemHere, such factors or circumstances
that informed the investigation are traced. lprssented using
reasoned statements to show that it is worthwtalalissipate
resources to carry out the study. It shows thereaiscope, and
current status of the factors affecting the problét has to be
presented in a way as to be clear and convinaitiget reader.

Statement of the Problenifhe problem as already highlighted is
stated in simple, clear and unambiguous termss i not
required to be too long.

Purpose of the Study/Objectives of the Studythese go
interchangeably, but it states the specific aspetthe study and
the reasons for focusing on them. It includesestants of what
should be accomplished and all that would be inyated.
Significance of the ProblemThe usefulness, the utility value of
the research or findings of the research shouldrtbeulated. The
institutions, groups or individuals who are expeécto profit or
benefit and the benefits expected to accrue tonthee to be
stated in this section.

Scope of the Studyfhis is interchanged with the delimitation of
the study. Here, you will have to indicate theeextto which the
study will be covered. It involves the geographiaeea, time
period, and variables to be covered.

Research Questions and/or Hypothes@hese are formulated
based on the type of research and the variablederun
investigation. They should be formulated to prevahswers to
the problems under study.

Definitions of Terms:The essence of definition is to ensure that
the reader understands the specific meaningsbaskcrio the
terms by the author So you have to use this teadithe readers
on the operational meaning of any coined, technwards,
phrases or expressions which cannot otherwise riokerstood
because of their unconventional usage.

Literature Review

Review of Related LiteratureThis is the second chapter of your
project report. It is meant to give the reademuaderstanding of
some of the works or study already carried ouhanarea of the
project. It will also give the reader an overaittpre of the
problem you are solving. You are therefore reqlite review
only the important literature related to your studibstract
previous research studies and review significamitings of
authorities in the area under study.
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By so doing, a background for the development afrystudy will be
provided. It will also bring the reader up-to-da#gaart from providing
evidence of the investigator's knowledge of thddfief study, it
highlights the areas of agreement or disagreemeimdings or gaps in
existing knowledge.

Do not use the article-by-article presentationonryliterature review. In

other words, do not collect abstracts of previcesearches and string
them together without any attempt at continuityiagjical organisation.

Again do not make excessive use of quotations. &wois are used
only when the material quoted is especially welitten and can be

inserted without spoiling the continuity of the geatation (Olaitan and
Nwoke, 1988).

. Conceptual Framework:This states the concept that informed
the study. These concepts such as system comapggement
by objectives concept, etc. will assist you togrout salient
points that would assist to important literatuegated to your
study, abstract of previous research studies ewidw significant
writings of authorities in the area under study.

3.2.4 Research Methodology

I Research designThis lays out the master-plan for the research
project. It shows the extent to which extraneoagables were
controlled or eliminated. You should thereforeatdse any plan
used clearly, even if it cannot be classified uraleonventional
label. All lapses should be reported as a linotati

. The Population: You should specify all the necessary parameters
to ensure that the constituents and charactevisticthe target
population are unambiguous. The target populatoay be
people, animals, objects or events.

iii.  Samples and Sampling technique3he size of the sample and
how the sample was selected should be so desdcinbedch a
way as not to leave the reader in doubt about wbat have
done. Do not just say 100 respondents were randseiected
from the population. Specify the method in whidte tsimple
random sampling was used. Is it by the use ofetablrandom
numbers, describe whether pieces of numbered papere
jumbled in a box and picked up at random, etc.

V. Instrumentation: In this section, you have to describe in full
details the tools for data collection. Such tdilds questionnaire,
attitude scales, tests, etc. should be fully deedrto show their
characteristics. You will have to report the reilidy indices and
validation procedures. Where you used a standestdument, in
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your report, you have to give the rationale for #ggpropriateness.
Where a new instrument is developed, you have timeuhe necessary
procedures followed in both the construction andlesion,

V. Data Collection: What methods did you use in your data
collection? Did you use research assistants? ¢ yid they
undergo training? Did you collect the data perfignar by post?
What problems did you encounter in the processdata
collection? All the steps which you have takenetwsure the
collection of valid that should be reported.

Vi. Methods of data analysidn this section, you will describe the
techniques which you applied in the data analgsdthe reasons
for the choice. The reasons may be in relatiorih® type of
design, nature of the samples on the type of datato use the
simplest, well known method of data analysis. Bbere you use
a mode of analysis not widely known details of hsumethod
should be reported.

3.2.5 Results and Discussion

I Presentation and Analysis of dataThis is the heart of the
research report. The results are clearly and sehcset out using
the most illuminative modes of presentation. Tapligures,
graphs and textual descriptions are used to glaidnificant
relationships. They should be serially numbered @ted so as
to be self explanatory. They should be simple ahduld be
directly related to the hypotheses and/or thearebequestions.

. Interpretation of the finding: The most important task which you
have to undertake in writing the results of yaudy is to
identify and interpret the major findings. You shibbe able to
discuss possible reasons why the results occuhedvay they
did. You should try to fit them into the findingd# previous
research, suggest the applications to the fieldl amake
theoretical interpretations.

3.2.6 Summary and Conclusions

I The Summary:ln this section, you should clearly and concisely
restate the problem, the hypotheses and/or rdsgaestions, the
main features of the method omitting most of thetais
concerning the subjects and measures and lish#ne findings.

The summary must be very brief, but consistent witear presentation
of all important information about the problem, hmd and findings.
The findings should be listed by number. You shaudhmarize each
major finding in one or two statements.

216



ODL 732 MODULE 4

. The Conclusion: This gives answers to the questions raised or
the statements of acceptance or rejection of potheses. It
should be based solely on the findings generaggtidoresearch.

iii. Implication of the study:In this section, you may include ideas
on the relevance of the findings to educationaotii and
practice. But these ideas should be directly bévele from the
study.

\2 Suggestions for further studyit may be appropriate here to
suggest areas of problems for further investigatichis is made
as a result of matters arising from the research.

3.2.7 Supplementary Pages

I Bibliography: In this section, you should include all references
cited in the report and those not cited, but ctieduo shed light
on the problem, References are cited uniformly acxbrding to
a given style.

Most universities adopt the APA format. Referenaes done serially
and alphabetically. You can look for the APA formaatd go through it.

. The AppendicesThis contains extra information which is part of
the report the reader should know about, but ecessarily for
inclusion in the main report. They include londlés, forms,
instruction aids, data collecting instrumentsiniseanalysis data,
scoring protocols and procedures, lengthy quatatedc.

Each separate entry heading is listed as APPENBIX
APPENDIX B, etc.

SELF-ASSESSMENT EXERCISE

Go to any university library and select three défda research projects.
List the items on the table of content and compiaeen.

4.0 CONCLUSION

At the end of your programme, you are expectedatoymut a research.
At the end of the research, you are also expeaesllbmit a written
report of the investigation. In this unit, you hagene through the
involvement in the writing of the report. A very portant demand here
Is that you must be as objective as possible i ygport. At the initial
stage, you cannot make any statement that would gba are in favour
or against an idea. Your report should be devoidewfotional or
subjective statements. You should arrange the rdifteparts of the
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report so as to make it possible for a reader sdyelcate any section
of particular interest to him,

5.0 SUMMARY

In this unit, we have discussed and presented alsafarmat of a
research report. We have also discussed these istefetails stating
from the preliminary stages to the supplementapget. We have
emphasised that your reports should not be predentth personal
pronouns like I, my, we etc. Instead use impersgrrainouns and
passive voice. You should make sure that the repavtitten in a clear,
simple and straightforward style. Your motive shibule effective
communication. Therefore, use very simple languageu should
always be brief so as not to bore your reader. é&dbtions should only
be used after they have been written in full earlie

Avoid the use of generalisations or conclusiondjictv are not

supported by the findings. We also said that ewsemnyrce cited in the
work or used but noted cited in the work shoulddbeumented in the
reference page. Improper citation or inability teegdetails of a source
cited in the body of the work should be documeritedhe reference
page. Improper citation or inability to give desadf a source cited in
the body of the work should be avoided. Remembait pnoofread the
report thoroughly after typesetting. This will hejpu not to submit

avoidable errors. Congratulations for being parthef success story of
NOUN, and for graduating in this programme.

6.0 TUTOR-MARKED ASSIGNMENT

Pick up any four (4) research projects. Study thetracts. What are the
things that are common to all of them?
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