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INTRODUCTION

PHSB03: Epidemiology is a two-credit compulsory course for all students
offering Masters of Public Health Science. The tiealorker must be
trained in the same way and work with the same austhas his
colleagues who specialise in other areas of H&xdiances. As with all
scientific endeavours, the practice of epidemioloies on a systematic
approach. In very simple terms, the epidemiolodisiunts cases of a
phenomenon or health events, and describes theamis of time, place,
and person variablefivides the number of cases a phenomenon or
health event by an appropriate denominator to tatieuates, ratios or
proportions (as the case may be) to derive apmtgpindictors; and
Compares these indicators over time or for different groopgeople to
get relevant interpretations about the occurrentéethe referent
phenomenon or health event. Application is usedr@vention and
control of diseases (or any other related headtfustrisks) and ultimately
improving the health systems of the country.

WHAT YOU WILL LEARN IN THIS COURSE

In this course, you have the course units and aseoguide. The course
guide will tell you what the course is all aboutisithe general overview
of the course materials you will be using and howde those materials.
It also helps you to allocate the appropriate timeach unit so that you
can successfully complete the course within thputdied time limit. The
course guide also helps you to know how to go aout Tutor-Marked
Assignments (TMAs) which will form part of your onadl assessment at
the end of the course. Also, there will be regtdorial classes that are
related to this course, where you can interact wathr facilitators and
other students. Please, | encourage you to atteyse ttutorial classes.

COURSE AIMS

The course aims to give you detail understandingPdhciple of
Epidemiology which is an important branch of Pulblealth.

COURSE OBJECTIVES

To achieve the aims set above, each course uniatset of specific
objectives which are included at the beginning loé wnit. These
objectives will give you what to concentrate / fs@n while studying the
unit. Please read the objectives before studyieguthit and during your
study to check your progress.
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Below are the comprehensive objectives of the @assa whole. By
meeting these objectives, you should have achithesdims of the course
as a whole. Thus, after going through the course,should be able to:

o explain the meaning of epidemiology

. describe the fundamental assumptions of epidemyolog

. explain different models of disease causation

. discuss the importance of “epidemiology principle”

o define a case definition and explain componentsa afase or
outbreak investigations

. explain COVID -19 case of corona virus; - Surveitla case
definition 2020

. identify criteria in case definitions using COVI®-And Measles
as example

. discusausefulness of counts and rates

o explain variation in case definition

. describe measure of association and risk of disemséerm of
attack rate etc.

o explain surveillance systems in Nigeria

o identify Integrated Diseases Surveillance RespQixeR)

. describe how IDSR contributes to COVID-19 pandemic
preparedness & response

o give detailed account of guidelines provision befand during an
outbreak

. discuss the role of Village, Health Facility and AQ_evel
Services

. Discuss core capacity requirements for surveillsaroe response
under IHR.

o define and explain bias (systematic error)

o differentiate types of bias

. discuss selection bias in (Case Control study dssig€ohort
Study designs)

. describe “Self Control”, “Differential Surveillanteé'Referral” or

“Diagnosis of subjects” in selection bias
o describe “loss to follow up”, “The Healthy Workerffécts”,
“’Subject Selection Bias in Cohort study designs

o explain differential and non-differential miscldgsation of
disease and exposure and mechanism in informaiasn b

o Understand information bias on recall, intervieaed differences
in quality of information

. describe information bias on misclassification ofitamme
(differential and non-differential)

o identify effect of decreased sensitivity and speitif of detecting

diseases subject in non- differential misclassiftca of
information bias
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. explain the meaning and conditions that must besgure for
confounding to occur

o give detailed account of magnitude and method dérdene
confounding

. identify “residual confounding”, “confounding bydrcation”, &

“reverse causality”

describe how to control confounding in a study

describe how to carry out direct standardisatimcedure

describe how to carry out indirect standardisapioocedure

identify the underlying issues in the use of stadidation

explain the role of descriptive studies for identify problems and

establishing hypotheses

. identify observational studies design in term dfecaeries, cross
sectional, cohort studies and ecological studies

. identify and explain experimental studies design

explain the functions, issues and clinical sigaifice of studies

design

describe rationale for selecting a study design

discuss the strength and limitation of descripsitedies

discuss the strength and limitation of analyticatiges

discuss the strength and limitation of experimestiatlies

identify the different classes of variables (diserfglichotomous,

categorical, ordinal], continuous, time to event)

. distinguish when to use mean and standard deviaténsus
median and interquartile range (IQR) to charaatdtie center and
variability for continuous variables data

o use R to compute mean, variance, standard devjatiedian, and
interquartile range (IQR)

. use R to compute the correlation coefficient for emmological
study

o conduct a narrative case series, present in anagbsrmat and

put in an appropriate table for interpretation

analysing a cross sectional survey

computing the Correlation Coefficient

carry out description and analysis of ecologicatigs

conduct calculation of correlation and linear regren using
appropriate formula.

WORKING THROUGH THIS COURSE
To complete this course, you are required to resauh estudy unit, read

the textbooks and read other materials which mayprogided by the
National Open University of Nigeria.

vi
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Each unit contains self-assessment exercise aodri@in points in the
course you would be required to submit assignméntsassessment
purposes. At the end of the course there is adxamination. The course
should take you about a total of 12 weeks to cotapBelow you will
find listed all the components of the course, wieat have to do and how
you should allocate your time to each unit in orfdezomplete the course
on time and successfully.

This course entails that you spend a lot of timestl. We would advise
that you avail yourself the opportunity of atterglile tutorial sessions
where you have the opportunity of comparing younwdedge with that
of other people.

THE COURSE MATERIALS
The main components of the course are

The course Guide

Study chapters
References/Further Reading
Assignments

Presentation Schedule

g0

STUDY UNITS

The study units for this course are made up of(6)xmodules and
eighteen (18) units as given below:

Modulel Basic Principlesand M ethods of Epidemiology

Unit 1 Principle of Epidemiology on Disease Caitsat
Unit 2 Disease Measures and The Epidemiologic éagin
Unit 3 Integrated Disease Surveillance and Respam Nigeria

Module2  Systemic Error (Bias), Confounding and
Standardisation

Unit 1 Bias in Principle of Epidemiology

Unit 2 Confounding in Principle of Epidemiology
Unit 3 Measure of Standardisation in Epidemiology

vii
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Module3 Valid and Efficient Epidemiologic Studies the Types,
Strength & Limitation and I nterpreting Results

Unit 1 Designing Valid and Efficient Epidemiologgtudies
Unit 2 Strength and Limitation of Epidemiologidaésign
Unit 3 Interpret Epidemiologic Results

Module4 Observational Epidemiology

Unit 1 Descriptive Epidemiology
Unit 2 Analytic Epidemiology I: Case Control Study
Unit 3 Analytic Epidemiology Il: Cohort Study

Module5 Experimental, Screening and Investigative
Epidemiology (I nterventional Studiesin Epidemiology)

Unit 1 Experimental Epidemiology
Unit 2 Screening in Epidemiology
Unit 3 Investigation of Disease Outbreaks

Module 6 Basic Demographic M ethods

Unit 1 Introduction to Demography
Unit 2 Measures of Fertility and Mortality
Unit 3 Investigation of Epidemics

Module 1 The first module discusses Principle of Epidemiglam
disease causation, it also describes Disease Memasand The
Epidemiologic Approach, Using the outbreak of commable disease.
It includes an explanation on Integrated Diseasevedilance and
Response in Nigeria. The nodule provides detaileustdnding of case
definition in-terms of suspected, probable and icordd cases and
illustrates them, using the COVID-19 as an examplee module also
explains the distinction between integration, cawatdon and
collaboration in case management of disease faepten, control and
eradication. The importance of reporting systems dissemination of
data from source to the National level.

Module 2 examines systemic error (bias), confounding and
standardisation. It reviews different type of béasl how to resolve such
bias in epidemiologic studies. Unit two criticalpoks at the sources of
confounding and various methods to correct thehe Module ends with
explanation of measure of standardisation in epidiemy

viii
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Module 3: The Unit One of this module focuses on designing vahd
efficient different type of epidemiologic studiédnit Two addresses the
strength and limitation of epidemiological desighil Unit Three is
centered on the applications epidemiologic regalt$evelop hypothesis
analysis, presentation and interpretation. Thexaativities related to the
lecture in each study unit which will help your gress and for better
comprehension of the unit. You are required to wamkthese exercises
which together with the TMAs will enable you to &le the objectives
of each unit.

Module 4 is concerned with understanding the concepts cérvasional
epidemiology.

Unit one discuss descriptive epidemiology with exfpgo person, place
and time. Unit two first aspect of observationahlgtic epidemiology

termed case-control study. It also enumerates tepssand bias in
conducting the study. Unit 3 covers the second @spieobservational

analytic study termed cohort study. It also prosidiee procedure for
conducting the study and other estimates that eadebved thereof.

Module 5 examines interventional studies in (experimental)
epidemiology, screening and investigation of diseastbreaks. Unit one
dissects the types which are divided into animdlfaiman experiments.

It also expatiates on the distinction between ramded and non-
randomised control trials, as well as describeshthgic principles of
community trials. Unit two discusses the processl &creening
procedures critically differentiate between scragriests and diagnostic
tests.

Module 6 focuses on basic demographic methods in populaticties.
Unit one discusses population census, vital siegisand morbidity
indicators. Unit two explains basic measures dfiliigr and mortality.
Unit three is centred on standardisation of rates farther distinguish
between direct and indirect standardisation.

ASSIGNMENT FILE

There are three types of assessments in this cderse are the Tutor-
Marked Assessments (TMASs); second is the Self Asskgxercises
while the third is written examination. In solvilge questions in the
assignments, you are expected to apply the infeomaknowledge and
experience acquired during the course. The assigismmust be
submitted to your facilitator for formal assessmenaccordance with
prescribed deadlines stated in the assignment file.

The work you submit to your facilitator for assegsrnaccounts for 30
percent of your total course mark. At the end ef ¢ourse, you will be
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required to sit for a final examination of 1% hodtsation at your study
center. This final examination will account for Z9of your total course
mark.

SELF ASSESSED EXERCISES

References and other resources are provided. Thealwects you to

work on exercises related to the required readinggeneral, these
exercises test you on the materials you have mstred or require you
to apply it in some way and thereby assist yowalweate your progress
and to reinforce your comprehension of the matefiaigether with

TMAs and SAEs these exercises will help you in aeimg the stated
learning objectives of the individual units andtloé course as a whole.

PRESENTATION SCHEDULE

Your course materials have important dates for@ébady and timely
completion and submission of your TMAs and attegdimnorials. You
should remember that you are required to submytoait assignments by
the stipulated time and date. You should guardregdalling behind in
your work.

There is a time-table prepared for the early amely completion and
submission of your TMAs as well as attending therial classes. You
are required to submit all your assignments astipellated time and date.
Avoid falling behind the schedule time. The prea@nh schedule
included in this course guide provides you with artpnt dates for
completion of each e-tutor marked assignment (e-$MA'ou should

therefore try to meet the deadlines.

ASSESSM ENT

There are three aspects to the assessment ofulngecd-irst is made up
of self-assessment exercises, second consists eoftutor-marked
assignments and third is the written examinatiomh/esf course
examination.

You are advised to do the exercises. In tackliggassignments, you are
expected to apply information, knowledge and teghes you gathered
during the course. The assignments must be sulohtd@tgour facilitator
for formal assessment in accordance with the deesllstated in the
presentation schedule and the assignment file.vildr& you submit to
your tutor for assessment will count for 30% of ytatal course work.
At the end of the course you will need to sit fdimel or end of course
examination of about three-hour duration. This exation will count
for 70% of your total course mark.
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TUTOR-MARKED ASSIGNMENT (TMAYS)

The TMA is a continuous assessment component of gourse. It

accounts for 30% of the total score. You will beegi TMAS questions
to answer and these must be answered before yallaweed to sit for
the end of course examination. The TMAs would besgito you by
your facilitator and returned after you have dohe @assignment.
Assignment questions for the units in this counse @ntained in the
assignment file. You will be able to complete yagsignment from the
information and material contained in your readingferences and
study units. However, it is desirable in all degi®eels of education to
demonstrate that you have read and researched imtweyour

references, which will give you a wider view posrid may provide
you with a deeper understanding of the subject.

1. Make sure that each assignment reaches your &ailibn or
before the deadline given in the presentation sdeecnd
assignment file. If for any reason you cannot catglour work
on time, contact your facilitator before the assigmt is due to
discuss the possibility of an extension. Extensiat not be
granted after the due date unless there are emoapti
circumstances.

2. Make sure you revise the whole course cortiefdgre sitting or
the examination. The self-assessment activitidsTadAs will be
useful for this purpose and if you have any comnpe@ase do
before the examination. The end of course examimatovers
information from all parts of the course.

FINAL EXAMINATION AND GRADING

The end of course examination for Principle of Emmdology and
Disease Control will equal to or less than 2 haand it has a value of
70% of Control total course work. The examinatioiil wonsist of
questions, which will reflect the type of self-tesf, practice exercise
and tutor-marked assignment problems you have @usly
encountered. All areas of the course will be asskss

Use the time between finishing the last unit anting for the
examination to revise the whole course. You migit it useful to review
your self-test, TMAs and comments on them befoeestkamination. The
end of course examination covers information frdimaxts of the course.

Xi
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COURSE MARKING SCHEME

Table 1: Course Marking Scheme

Marks
Assignment 1 -3 Three assignments, at 10% e&@9% of
End of Examination 70% of overall course marks
Caurst
Total 100% of course materials

TABLE 2: COURSE ORGANISATION

Unit | Title of Work Weeks | Assessment
Activity | (End of
Unit)

Unit | Course Guide Week Week

1 Principle of Epidemiology on Diseas&Veek 1 Assignment
Causation

2 Disease Measures  and The/eek 2 Assignment
Epidemiologic Approach

3 Integrated Disease Surveillance antfeek 3 Assignment
Response

4 Bias in Principle of Epidemiology Week Assignment

5 Confounding in  Principle  of Week 5 Assignment
Epidemiology

6 Measure of Standardisation [iWeek 6 Assignment
Epidemiology

7 Designing Valid and EfficientWeek 7 Assignment
Epidemiologic Studies

8 Strength and Limitation afWeek 8 Assignment
Epidemiological Design

9 Interpret Epidemiologic Results WeekSssignment

HOW TO GET THE MOST OUT OF THIS COURSE

In distance learning, the study units replace tmearsity lecturer. This
is one of the huge advantages of distance leamiode; you can read
and work through specially designed study matemalgour own pace
and at a time and place that suit you best. Thinkas reading from the
teacher, the study guide tells you what to readernwto read and the
relevant texts to consult. You are provided exexcet appropriate points,
just as a lecturer might give you an in-class egerctach of the study
units follows a common format. The first item is iatroduction to the
subject matter of the unit and how a particulat imintegrated with the
other units and the course as a whole. Next toishes set of learning
objectives. These learning objectives are meaguighe your studies. The
moment a unit is finished, you must go back anakheéhether you have

xii
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achieved the objectives. If this is made a habantyou will significantly

improve your chances of passing the course. Tha by of the units
also guides you through the required readings fotimer sources. This
will usually be either from a set book or from athsources. Self-
assessment exercises are provided throughout thetaraid personal

studies and answers are provided at the end afrtiteWorking through

these self-tests will help you to achieve the dbjes of the unit and also
prepare you for tutor marked assignments and exatioms. You should
attempt each self-test as you encounter them iariiis.

The following are practical strategies for working through this
course

1. Read the Course Guide thoroughly.

2. Organise a study schedule. Refer to the cawse/iew for more
details. Note the time you are expected to speneagch unit and
how the assignment relates to the units. Importetails, e.g.
details of your tutorials and the date of the fitay of the semester
are available. You need to gather together allitifermation in
one place such as a diary, a wall chart calendanasrganiser.
Whatever method you choose, you should decide dnaite in
your own dates for working on each unit.

3. Once you have created your own study schedolesverything
you can to stick to it. The major reason that stisldail is that
they get behind with their course works. If you iggd difficulties
with your schedule, please let your tutor know befidis too late

for help.

4. Turn to Unit 1 and read the introduction anel dbjectives for the
unit.

5. Assemble the study materials. Information abeli&t you need

for a unit is given in the table of contents at ltleginning of each
unit. You will almost always need both the studytwou are

working on and one of the materials recommendedfuaher

reading, on your desk at the same time.

6. Work through the unit, the content of the uiself has been
arranged to provide a sequence for you to follow.yAu work
through the unit, you will be encouraged to reammfryour set
books.

7. Keep in mind that you will learn a lot by doirgl your
assignments carefully. They have been designedIppyou meet
the objectives of the course and will help you pdbks
examination.

8. Review the objectives of each study unit toficonthat you have
achieved them. If you are not certain about anthefobjectives,
review the study material and consult your tutor.

xiii
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9. When you are confident that you have achievatit’s objectives,
you can start on the next unit. Proceed unit by timbugh the
course and try to pace your study so that you e&p ourself on
schedule.

10.  When you have submitted an assignment totybair for marking,
do not wait for its return before starting on thexinunit. Keep to
your schedule. When the assignment is returned,ppatycular
attention to your tutor's comments, both on thertutarked
assignment form and also that written on the assent. Consult
you tutor as soon as possible if you have any oprestor
problems.

11.  After completing the last unit, review the csriand prepare
yourself for the final examination. Check that yoave achieved
the unit objectives (listed at the beginning offeaait) and the
course objectives (listed in this course guide).

FACILITATORSTUTORSAND TUTORIALS

There are Sixteen (16) hours of tutorials providedsupport of this
course. You will be notified of the dates, timesl docation of these
tutorials as well as the name and phone numbeouwof facilitators, as
soon as you are allocated a tutorial group.

Your facilitator will mark and comment on your ggsinents, keep a
close watch on your progress and any difficulties ynight face and
provide assistance to you during the course. Yeueapected to mail
your Tutor Marked Assignment to your facilitatorfde the schedule
date (at least two working days are required). Tlilybe marked by
your tutor and returned to you as soon as possibdenot delay to
contact your facilitator by telephone or e-mayafu need assistance.
The following might be circumstances in which yowul find
assistance necessary, hence you would have toctgota facilitator if:

l. You do not understand any part of the study or @bsigned
readings.

. You have difficulty with the self-tests.

lll.  You have a question or problem with an assignmemntith the
grading of an assignment.

You should endeavour to attend the tutorials. Ththe only chance to
have face to face contact with your course fatditand to ask questions
which are answered instantly. You can raise anplpro encountered in
the course of your study.

Xiv
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To gain much benefit from course tutorials preageiestion list before
attending them. You will learn a lot from participey actively in
discussions.

SUMMARY

Principle of Epidemiology is a course that intetalprovide, describe
and apply the basic principles and methods of epidlegy including
disease measures, association and causation, dnagunding in
epidemiologic investigations and effect modificatiand susceptibility;
interpret descriptive epidemiologic results in arde® develop
hypotheses of possible risk factors of a diseaseeldp a foundation for
designing valid and efficient epidemiologic studiesaddress public
health problems including understanding: the stieh@nd limitations
of descriptive, observational and experimentalisgidntegrated disease
surveillance and response in Nigeria; epidemiologly Non-
communicable diseases; epidemiology and controlvedtor-borne
diseases; standardisation of rates in epidemiolegydemiology of
water-borne diseases and epidemiology of air-bdiseases.

Upon completing this course, you will be equippethwthe basic
knowledge of meaning of epidemiology, its usefutnasd many other.
In addition, you will be able to answer the followi

i. Source of epidemiological status?

i. How will you describe Epidemiology in relation tcoedlth-
related events?

i What are the interrelationship between Agent, Hasd
Environment?

iv. Give a detail account of Rothman’s Causal Pies

V. What is the difference beteeen risk ratio and iradaisk?

Vi. Sate the formuula for Risk Ratio, Odd Ratio, usapgprarite
formula.

Vii. What is the difference between Disease Surveillanod
Integrated Disease Surveillance?

vii.  List Diseases of Public Health Importance underRDS

iX. Explain how outbreak is reported from the pointhte FMoH
X. What are the relationship between IDSR and IHR?

The list of questions that you would be able tovaarsis not limited
to the above list. To gain the most from this ceus®u should
endeavour to apply the principles you have learat your
understanding of Public Health.

We wish you success in this course and we hopewtbdind it both
interesting and useful!

XV
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PHS303 MODULE 1

MODULE 1 BASIC PRINCIPLES AND METHODS OF
EPIDEMIOLOGY
Unit 1 Principle of Epidemiology on Disease Caumati
Unit 2 Disease Measures and the Epidemiologic Apgito
Unit 3 Integrated Disease Surveillance and Respons
Nigeria

UNIT1 PRINCIPLE OF EPIDEMIOLOGY ON DISEASE
CAUSATION

CONTENTS

1.0  Introduction
2.0 Objectives
3.0 Main Content
3.1  Definition of Epidemiology
3.2 Fundamental Assumption in Epidemiology
3.3 Causation and Concepts of Disease Occurrence
3.3.1 Causation of Diseases Model
3.3.2 Description of Epidemiological Triad Model
3.3.3 Causal Pies Model of Diseases causation
3.4  Why study Epidemiology?
4.0 Conclusion
5.0 Summary
6.0 Tutor-Marked Assignment (TMA)
7.0 References/Further Reading

1.0 INTRODUCTION

Epidemiology based its origin in the idea, firspeessed over 2000 years
ago by Hippocrates and others, that environmeatdbfs can influence
the occurrence of disease. However, it was notl uiné nineteenth
century that the distribution of specific human plagion groups was
measured to any great extent. This work markedondt the formal
beginnings of epidemiology but also of its most artpnt achievements;
for example, the finding by John Snow that the dékholera in London
was related, among other things, to the drinking/atier supplied.

A subsequent significant land mark in the develapinoé epidemiology
is illustrated by the work of Doll, Hill and othemsho studied the
relationship between cigarette smoking and lungeaim the 1950s. This
work which was preceded by clinical observationkdid smoking to lung
cancer, expanded epidemiological interest to clerdisieases.
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2.0 OBJECTIVES

By the end of this unit, you will be able to:

explain the meaning of epidemiology

describe the fundamental assumptions of epidemyolog
explain different models of disease causation

discuss the importance of epidemiology principle.

3.0 MAIN CONTENT
3.1 Meaning of Epidemiology

Epidemiology is a fundamental science of Public Itheavhich is
concerned with the occurrence of morbidity and addytin populations.
It is defined as the study of the distribution alederminants of health -
related states and events in population as welaspplication of this
study to the control of health problems. Originatpidemiologic
principles were employed exclusively for the cohtwbinfectious and
communicable diseases. However, this concept has beadened to
include a variety of disease and health problemsuding chronic and
degenerative as well as psycho-behavioural diseasHsus,
Epidemiology provides both a body of knowledge andrmulation of
methods for learning about health and disease sstaith a goal of
ultimately finding solution to health problems.

3.2 Fundamental Assumptions in Epidemiology
These assumptions include the following:

I. Disease does not occur in a vacuum.

il. Disease is not randomly distributed throughout putetion.

iii. Epidemiology uses systematic approach to studdgifferences in
disease distribution in subgroups.

iv.  Allows for study of causal and preventive factors.

3.3 Causation and Concepts of Disease Occurrence
3.3.1 Causation of Diseases Model

A number of models of disease causation have besggoped. Among
the simplest of these is the epidemiologic triadri@ngle, the traditional
model for infectious disease. The triad consistarofexternahgent a
susceptiblehost, and anenvironment that brings the host and agent
together. In this model, disease results from theraction between the
agent and the susceptible host in an environmeat 8upports
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transmission of the agent from a source to that At two models: the
Epidemiologic Triad and Causal Pies Model are deedrbelow in
Figures 1 and 2.

3.3.2 Epidemiologic Triad Model

Agent, host, and environmental factors interralat variety of complex
ways to produce disease. Different diseases redifieeent balances and
interactions of these three components. Developroérdppropriate,
practical, and effective public health measuresdatrol or prevent
disease usually requires assessment of all thregaoents and their
interactions. Agent

Host Environment
Figure 1 Epidemiologic Triad Source: Computation by Saka M.J,
(2020).

I. Description of Epidemiologic Triad

Agent originally referred to an infectious microorganismpathogen: a
virus, bacterium, parasite, or other microbe. Galherthe agent must be
present for disease to occur; however, presentteabfigent alone is not
always sufficient to cause disease. A variety ofdes influence whether
exposure to an organism will result in diseasduuting the organism’s
pathogenicity (ability to cause disease) and dOser time, the concept
of agent has been broadened to include chemicaplysical causes of
disease or injury. These include chemical contanmgéuch as the L-
tryptophan contaminant responsible for eosinopimilialgia syndrome),
as well as physical forces (such as repetitive meicil forces associated
with carpal tunnel syndrome). While the epidemiaddgiad serves as a
useful model for many diseases, it has proven inpaate for
cardiovascular disease, cancer, and other dis¢haesippear to have
multiple contributing causes without a single nseeg one.

Host refers to the human who can get the disease. ityasf factors

intrinsic to the host, sometimes called risk fastoran influence an
individual’'s exposure, susceptibility, or resporisea causative agent.
Opportunities for exposure are often influencedbleyaviours such as
sexual practices, hygiene, and other personal ekas well as by age
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and sex. Susceptibility and response to an agenhtiwmenced by factors
such as genetic composition, nutritional and imnhogic status,
anatomic structure, presence of disease or mealst@nd psychological
makeup.

Environment refers to extrinsic factors that affect the agand the
opportunity for exposure. Environmental factordune physical factors
such as geology and climate, biologic factors agimsects that transmit
the agent, and socioeconomic factors such as cngwdanitation, and
the availability of health services.

The epidemiologic triad aptly illustrates whatlsoereferred to as the Agent-
Host-Environment Epidemiological Model of diseasswrence. This
model is a useful paradigm for describing pattefreeccurrence of a disease
in a community. The model is based on the prerhigedt any time in the
endemic occurrence of a disease in a populatiendéterminants of the
disease relative to the agent, host and environexesttin a state of dynamic
equilibrium in which they reciprocally influenceatsother.

In this tripartite relationship, environmental farst stabilise the homeostasis
between the disease producing propensities ofgeataand the disease-
resisting propensities of the host. Any disruptadrthis equilibrium state
will influence the incidence or prevalence of theedse in that population.
Thus, any changes in the characteristics of thetaghether of endogenous
or exogenous origin, which potentiate its pathoggnor virulence will lead
to increase in incidence of disease. Equally acjofa that increase the
susceptibility of the host of a given disease andi®exposure potential to
the agent will lead to increased incidence of dieea

The same principle is applicable with regard toxges in the circumstances
of the environments that may influence the harb®@igrectors as well as
the physiologic activities and overall survival @aial of the host and the
agent. Environmental conditions can also mediatzeased exposure
potential of host agent. They can also exacerbatealernate the
pathogenicity of agent and the susceptibility &f hiost.

This paradigm is particularly useful in the desivgstudy of epidemics of
disease and injuries. Consistent with changes mteogporary practice of
epidemiology, the model is being increasingly aaplito non-disease
problems such as drug abuse, child abuse, teereg@gpcy, motor-vehicle
accidents, fire-arm relate mortality etc.

3.3.3 Causal Pies Model of Diseases causation

In description of the component causes and causs] fdue to the fact
that the agent-host-environment model did not week for many non-
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infectious diseases, seveather modelsthat attempt to account for the
multifactorial nature of causation have been predo®©ne such model
was proposed by Rothman in 1976, and has come tomden as the
Causal Pies Model.This model is illustrated in Figure 2. An indiviau
factor that contributes to cause disease is shevenpaece of a pie. After
all the pieces of a pie fall into place, the pieasnplete — and disease
occurs. The individual factors are calle®mponent causes The
complete pie, which might be considered a caustiwsy, is called a
sufficient cause A disease may have more than one sufficient cavige
each sufficient cause being composed of severapooent causes that
may or may not overlap. A component that appearsviery pie or
pathway is called aecessary causéecause without it, disease does not
occur. Note in Figure 2 that component cause A igeessary cause
because it appears in every pie.

Sufficient Sufficient Sufficient
Cause Cause Cause
1]

Figure 2: Rothman’s Causal Pies Source: Rothnz&i ()

. Description of The Diagram

The component causes may include intrinsic hosbfaas well as the
agent and the environmental factors of the agest-Bovironment triad.
A single component cause is rarely a sufficientseaby itself. For
example, even exposure to a highly infectious agecit as measles virus
does not invariably result in measles disease. siosteptibility and other
host factors also may play a role.

At the other extreme, an agent that is usually hessin healthy persons
may cause devastating disease under different tomsliPneumocystis
carinii is an organism that harmlessly colonises the rapy tract of
some healthy persons, but can cause potentialhallggneumonia in
persons whose immune systems have been weakeneburngan
immunodeficiency virus (HIV). Presence dfneumocystis carinii
organisms is therefore a necessary but not suifficieause of
pneumocystis pneumonia. In Figure 2, it would bpresented by
component cause A.
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As the model indicates, a particular disease msylrérom a variety of
different sufficient causes or pathways. For exanping cancer may
result from a sufficient cause that includes smgkas a component
cause. Smoking is not a sufficient cause by it$elfyever, because not
all smokers develop lung cancer. Neither is smolkingecessary cause,
because a small fraction of lung cancer victimsehaever smoked.
Suppose Component Cause B is smoking and Comp@earge C is
asbestos. Sufficient Cause | includes both smoi@)@nd asbestos (C).
Sufficient Cause Il includes smoking without asbsstand Sufficient
Cause Il includes asbestos without smoking. Butabse lung cancer
can develop in persons who have never been expgossther smoking
or asbestos, a proper model for lung cancer woale lio show at least
one more Sufficient Cause Pie that does not incéither component B
or component C.

Note that public health action does not dependhenidentification of

every component cause. Disease prevention can dmmatished by

blocking any single component of a sufficient cawaddeast through that
pathway. For example, elimination of smoking (comgut B) would

prevent lung cancer from sufficient causes | an@lthough some lung
cancer would still occur through sufficient cauBe |

3.4  Why Study Epidemiology?
Epidemiology is therefore studied for the followiregasons:

I. to describe the distribution, frequency and magiatof a health
problem;

il. to identify the probable cause or trigger factofsthe health
problem, and

iii. to interpret and use the information collected a&btiv promote
health and to prevent and control diseases.

Epidemiology provides an understanding of the dyigam
interrelationships to describe the occurrenceyidigion and causes of
disease so as to promote health and reduce diseagepulations.

SELF ASSESSED EXERCISES

What are the aims of Epidemiology?

4.0 CONCLUSION

In this unit, you learnt about the general idedremeaning of principle

of epidemiology. Also, you were introduced to Dsea&ausation model
and description factors, limitation of each mod¥bu have been
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introduced into the field of epidemiology includirtge fundamental
reason for this study. You were also introducedh® usefulness of
epidemiology.

5.0 SUMMARY

Epidemiology basically means the study of epiderhias more
contemporary times, referring to- the systematiclgtof the origin and
progression of health conditions within a given glagion. Over time, its
scope has gone beyond the etiology of illnessdsdos on the cause,
course and correlates of all kinds of health cooag. There are two
models of the disease causation: The Epidemiology and Causal Pies.
Epidemiology is not only about diseases but alsdude health
related events within human population. The knowkeds very
useful in addressing health related issues andlpno® within the
population.

6.0 TUTOR-MARKED ASSIGNMENT (TMA)

1. How will you describe Epidemiology in relatidn health-
related events?

2. What are the interrelationship between AgenpstHand
Environment?

3. Give a detailed account of Rothman’s Causals Pugth

related examples.
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1.0 INTRODUCTION

As with all scientific endeavours, the practiceepfdemiology relies on
a systematic approach. In very simple terms, theeepiologist:

. Counts cases or health events, and describes them irstefm
time, place, and person,;
. Divides the number of cases by an appropriate denomiriator

calculate rates (or as may be applicable ratiogpaoportions) to
derive appropriate indicators; and
. Comparesthese rates over time or for different groupsexjge.

Before counting cases, however, the epidemiologistt decide what a
case is. This is done by developing a case defimiihen, using this case
definition, the epidemiologist finds and collectdormation about the
occurrence of the disease or health event. Theeepalogist then
performs descriptive epidemiology by characterisinige cases
collectively according to time, place, and persbmcalculate the disease
rate, the epidemiologist divides the number of sdsg the size of the
population. Finally, to determine whether this retegreater than what
one would normally expect, and if so to identifgttars contributing to
this increase, the epidemiologist compares thefrate this population

9
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to the rate in an appropriate comparison groupngisanalytic
epidemiology techniques. These epidemiologic astiare described in
more detail below. Subsequent tasks, such as negdtte results and
recommending how they can be used for public hesdtion, are just as
important, but are beyond the scope of this lesson.

2.0 OBJECTIVES

By the end of this unit, you will be able to:

. define “Case Definition” and explain “Componentsadfase” and
“Outbreak Investigations”

. explain COVID -19 Case of Corona Virus; - Surveita Case
Definition 2020

o identify Criteria in Case Definitions Using COVID®¥1land
Measles as Example

. discuss the usefulness of Counts and Rates
o explain variation in case definition
. describe Measure of Association and Risk of Dissasdéerm of

Attack Rate etc.
3.0 MAIN CONTENT
3.1 Definition of Case and Disease Measure

Before counting cases, the epidemiologist musiteshat to count, that
is, what to call a case. For that, the epidemislogses a case definition.
A case definition is a set of standard criteria é¢tassifying whether a
person has a particular disease, syndrome, or dibaith condition.
Some case definitions, particularly those usecdhaional surveillance,
have been developed and adopted as national stEndaat ensure
comparability. Use of an agreed-upon standard da$iaition ensures
that every case is equivalent, regardless of whhevhere it occurred, or
who identified it. Furthermore, the number of casesate of disease
identified in one time or place can be comparedhwie number or rate
from another time or place. For example, with adéad case definition,
health officials could compare the number of caggSOVID-19 disease
that occurred in African Countries and China in 2@dith the number
that occurred there in 2020 Or they could compaeaate of COVID-19
cases in Nigeria in 2000 with the national rat¢hiat same year. When
everyone uses the same standard case definitionaadifference is
observed, the difference is likely to be real ratttean the result of
variation in how cases are classified.

To ensure that all health departments in the Négase the same case
definitions for surveillance, the National Centas&ase Control (NCDC)

10
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and State Epidemiologists and other interestedigsatiave adopted
standard case definitions for the notifiable infaes diseases. These
definitions are revised as needed. In 1999, to esddthe need for
common definitions and methods for state-level glrodisease
surveillance, and NCDC adopted standard definitimnsnajor chronic
disease indicators.

Other case definitions, particularly those used lacal outbreak
investigations, are often tailored to the localaiion. For example, a case
definition developed for an outbreak of viral ilgse might require
laboratory confirmation where such laboratory segsiare available, but
likely would not if such services were not readilailable.

3.2 Components of A Case Definition for Outbreak
Investigations

A case definition consists of clinical criteria asmetimes, limitations
on time, place, and person. The clinical criteriaually include
confirmatory laboratory tests, if available, or domations of symptoms
(subjective complaints), signs (objective physifiatlings), and other
findings. Case definitions used during outbrealkestigations are more
likely to specify limits on time, place, and/or pen than those used for
surveillance. Contrast the case definition used darveillance of
COVID-19 cases at first instance (see box belowh wie case definition
used after three months after during an invesbgatf a COVID -19
outbreak in Nigeria 2020. Both the national suitasite case definition
and the outbreak case definition require a clilycabmpatible illness
and laboratory confirmation of COVID -19 from a nully sterile site,
but the outbreak case definition adds restrictionstime and place,
reflecting the scope of the outbreak.

3.2.1 Suspected, Probable and Confirm Using COVID -19

At the beginning of the pandemic, the following ddions were used to
decide Suspected, Probable and Confirmed COVIDpétients.

1. Suspected Case:

Any person with acute respiratory illness, (inchglseverely ill-patients
who have been hospitalised) presenting with fegeugh, difficulty in
breathingAND who within 14 days before onset of illness has@mgy of
the following exposures:

I History of travel to China or other high prevaleroentry of State
14 days prior to symptoms on€eR
. Close contact with a confirmed case 0bQ¥ infection OR

11
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iii. Exposure to healthcare facility in a countwhere hospital
associated nCoV infections have been reported

2. Probable case:

A suspected case for whom testing for 2019-nCoxasnclusive or for
whom testing was positive on a pan-coronavirusyassa

3. Confirmed case:

Any person with laboratory confirmation of 2019n€avfection with or
without signs and symptoms.

After about 1 month, when the spread of the panddmcame more
serious, these conditions were reviewed as follows:

1. Suspected Case:

Any person (including severely ill-patients) pretseq with fever, cough
or difficulty in breathingAND who within 14 days before the onset of
illness had any of the following exposures:

1. History of travel to any country* with confirdeand ongoing
community transmission  of SARS-Co@R

2. Close contact with a confirmed case of COVIDAR

3. Exposure to a healthcare facility where COVI®D¢ase(s) have
been reported

2. Probable case:
A suspect case for whom testing for COVID-19 isomdusive or for
whom testing was positive on a pan-coronavirusyassa

3. Confirmed case:

A person with laboratory confirmation of SARS-Co\ir®ection with or
without signs and symptoms.

* As at 28/02/2020, countries with ongoing commurtitansmission
were China, Republic of Korea, Iran, Italy and Japa

Clinical description
I Laboratory criteria for diagnosis
. Case classification

iii. Confirmed a clinically compatible case that is laboratory
confirmed

12
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3.2.2 Criteria of Case Definition

A case definition may have several sets of crifadigpending on how
certain the diagnosis is. For example, during aastigation of a possible
case or outbreak of measles, a person with a f@wdrrash might be
classified as having a suspected, probable, oirooed case of measles,
depending on what evidence of measles is preseat@x below).

Measles (Rubella) — Case Definition

Clinical description:

An illness characterised by all the following:

. A generalised rash lasting greater than or equaldays

i, A temperature greater than or equal to 101.0°Fafgrethan or
equal to 38.3°C)

ii. Cough, coryza, or conjunctivitis

Laboratory criteria for diagnosis:

. Positive serologic test for measles immunoglobMirantibody;,
or

i, Significant rise in measles antibody level by artgndard
serologic assay, or

i Isolation of measles virus from a clinical specimen

Case classification

1. Suspected:

Any febrile illness accompanied by rash.

2. Probable

A case that meets the clinical case definition, f@scontributory or no

serologic or virologic testing, and is not epidelogically linked to a

confirmed case.

3. Confirmed

A case that is laboratory confirmed or that meéts tlinical case

definition and is epidemiologically linked to a dwmed case. (A

laboratory-confirmed case does not need to meetctimcal case
definition.)

13
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Comment:Confirmed cases should be reported to Nationaltréeor
Disease Control (NCDC). An imported case has itgs® outside the
country or state. Rash onset occurs within 18 ddter entering the
jurisdiction, and illness cannot be linked to lotahsmission. Imported
cases should be classified as:

. International. A case that is imported from anottmintry
i. Out-of-State. A case that is imported from anosiate in the

Nigeria. The possibility that a patient was expoaétin his or her state

of residence should be excluded; therefore, thieqagither must have
been out of state continuously for the entire meobpossible exposure
(at least 7-18 days before onset of rash) or hadeone of the following

types of exposure while out of state: a) face-tmefeontact with a person
who had either a probable or confirmed case ottbhdance in the same
institution as a person who had a case of measles, (n a school,

classroom, or day care center).

An indigenous case is defined as a case of metisdess not imported.
Cases that are linked to imported cases shoultbbsifted as indigenous
if the exposure to the imported case occurred enréiporting state. Any
case that cannot be proved to be imported shoulctléssified as
indigenous. A case might be classified as suspemtgutobable while
waiting for the laboratory results to become avdda Once the
laboratory provides the report, the case can bkagssified as either
confirmed or “not a case,” depending on the lalmatesults. In the
midst of a large outbreak of a disease caused known agent, some
cases may be permanently classified as suspectptbbable because
officials may feel that running laboratory tests erery patient with a
consistent clinical picture and a history of expesie.g., chickenpox) is
unnecessary and even wasteful. Case definitionsighmot rely on
laboratory culture results alone, since organismessametimes present
without causing disease.

3.2.3 Variation in case definitions

Case definitions may also vary according to theggpse for classifying

the occurrences of a disease. For example, hefditials need to know

as soon as possible if anyone has symptoms of COMdBa Fever, or
Measles so that they can begin planning what agtiortake. For such
rare but potentially severe communicable diseagms,which it is

important to identify every possible case, heaffitials use a sensitive
case definition. A sensitive case definition is ¢m& is broad or “loose,”
in the hope of capturing most or all of the trusesa For example, the
case definition for a suspected case of rubellarfaa measles) is “any
generalised rash iliness of acute onset.” Thiswt&sn is quite broad, and

14
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would include not only all cases of rubella, bsitaieasles, chickenpox,
and rashes due to other causes such as drug edlefighus, while the
advantage of a sensitive case definition is thetciudes most or all of
the true cases, the disadvantage is that it sorastimcludes other
illnesses as well.

On the other hand, an investigator studying theseswof a disease
outbreak usually wants to be certain that any pensoluded in a study
really had the disease. That investigator will eref specific or “strict”
case definition. For instance, in an outbreak S@fimonella Agona
infection, the investigators would be more likadyidentify the source of
the infection if they included only persons who &epnfirmed to have
been infected with that organism, rather than uhiclg anyone with acute
diarrhea, because some persons may have had didrdme a different
cause. In this setting, the only disadvantagesstrie case definition are
the requirement that everyone with symptoms beedesind an
underestimation of the total number of cases if sopeople with
salmonellosis are not tested.

3.2.4 Using Counts and Rates

As noted, one of the basic tasks in public headthdentifying and
counting cases. These counts, usually derived ¢ase reports submitted
by health-care workers and laboratories to thethelpartment, allow
public health officials to determine the extent gratterns of disease
occurrence by time, place, and person. They mayiadscate clusters or
outbreaks of disease in the community.

Counts are also valuable for health planning. For examplénealth
official might use counts (i.e., numbers) to plaswhmany infection
control isolation units or doses of vaccine maybeded.

Rate: the number of cases divided by the size of theufadipn per unit
of time

However, simple counts do not provide all the infation a health
department needs. For some purposes, the counts beuput into
context, based on the population in which theyarB8ates are measures
that relate the numbers of cases during a cereiilog of time (usually
per year) to the size of the population in whickytlbccurred.

For example, 108,943 confirmed new cases of COVBDcases were
reported in Nigeria as at $anuary 2012. This number, divided by the
estimated 2021 population, results in a rate 09 k.@ses per 100,000
population. Rates are particularly useful for conmgathe frequency of
disease in different locations whose populationediin size. For
example, on17th January 2021, Lagos State had 38v&t twelve times
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as many cases (38,723) as its Kano state (2,506fyevker, Kano state
has nearly three times the population of LagoS&d, a more-fair way
to compare is to calculate rates.

Rates are also useful for comparing disease ocmerduring different
periods of time. For example, 17.5 cases of megsdesl00,000 were
reported in 2017 compared with 155.8 cases per0Q00in 2001. In
addition, rates of disease among different subgg@am be compared to
identify those at increased risk of disease. Th&sealled high-risk
groups can be further assessed and targeted faabkpeervention. High
risk groups can also be studied to identify risktdas that cause them to
have increased risk of disease. While some ristofacsuch as age and
family history of breast cancer may not be modigalmthers, such as
smoking and unsafe sexual practices, are. Indilsdten use knowledge
of the modifiable risk factors to guide decisior®at behaviors that
influence their health.

3.3 Measure of Association and Risk of Diseases

The key to epidemiologic analysis is comparisorc@mnally you might
observe an incidence rate among a population ¢éeans high and wonder
whether it is actually higher than what should keeeted based on, say,
the incidence rates in other communities. Or, ydghinobserve that,
among a group of case-patients in an outbreak raeweports having
eaten at a particular restaurant. Is the restajusird popular one, or have
more case-patients eaten there than would be esgizdihe way to
address that concern is by comparing the obserw@apgwith another
group that represents the expected level.

A measure of association quantifies the relatignftgtween exposure
and disease occurrence among the two groups. Esgpdses not only
mean exposure to foods, mosquitoes, a partner waitlsexually
transmissible disease, or a toxic waste dump, Hsb @nherent
characteristics of persons (for example, age, ras), acquired
characteristics (marital status), biologic chanasties (immune status),
activities (occupation, leisure activities) and @ions under which they
live (socioeconomic status or access to medica&)car

The measures of association described in the fallpwection compare
disease occurrence among one group with diseaserence and another
group. Examples of measures of association inctigkeratio (relative
risk), rate ratio, odds ratio, and proportionatertaidy ratio.
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3.3.1 Risk Ratio Definition and Method for Calculdion

|. Definition of Risk Ratio

A risk ratio (RR) is also called relative risk.dompares the risk of a
health event (injury, disease, risk factor, or dgamong one group with
the risk among another group. It does so by digdire risk (incidence
proportion, attack rate) in the group 1 exposethéorisk factor for the
health event or outcome by the risk (incidence propn, attack rate) in
the group Il that was not exposed to the risk factde two groups
normally are differentiated by demographic factesuxh as sex (e.g.,
females versus males) or by exposure to a suspaskefactor (e.g., did

or did not consume vegetable soup). Usually, theugrof primary

interest that had contact with the causative agelabelled the exposed
group while the comparison group that had no cdntadabelled the

unexposed group.

Il. Method for Calculating Risk Ratio and Attack Rate

The formula for risk ratio or relative risk (RR) is
Risk of disease (incidence proportion, attack rate)
in group of primary interegExposed persons)

Risk Ratio =

Risk of disease (incidence proportion, attack rate)
in comparison groupNon-exposed persons)

o A risk ratio of 1.0 indicates identical risk amaiing two groups.

o A risk ratio greater than 1.0 indicates an incrdadgsk for the
group in the numerator, usually the exposed group.

o Arisk ratio less than 1.0 indicates a decreasadfor the exposed

group, indicating that perhaps exposure actualyquts against
disease occurrence.

EXAMPLES: Calculating Risk Ratios

Example 1:In an outbreak of cough among prison inmates io State
in 2006, 29 of 160 inmates residing in dormitorydAvelopedcough,
compared with 5 of 140 inmates residing in dornyitBr These data are
summarised in a two-by-two table in Table 1. A twptwo table has two
rows for the exposure and two columns for the cuioHere is the
general format and notation.
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Table 1: General Format and Notation for a Two-by-Two Table

[ Well Total
Exposed A B atb=H
Unexposed C D c+d=H
Total a+c=M b+d=w T

In this example, the exposure is the dormitory wang the outcome is
cough) illustrated in Table 2. Calculate the riaka.

Table 2: Incidence of cough Infection among prisoinmates in Oko
State in 2006
Developed Cough?
Yes No Total
Isolation CenterA a=29 b=129 H=158
Isolation CenterB c= 6 d=129 bK=135
Total 35 258 T = 293

To calculate the risk ratio, first calculdtee risk or attack rate for each
group. Here are the formulas:

Attack rate for Exposed =al/atb

Attack rate for unexposed=c/c+d

For this example:

Risk of cough in dormitory A inmates =/298 = 0.1835 = 18.3 %
Risk of cough in dormitory B inmates = 635 = 0.0444 =4.4 %
The risk ratio is simply the ratio of these twdkss

Risk ratio = 0.18330.0444 =4.132

The risk ratio is more than 1 so the inmates imdtmry A were 4.1 times
as likely to develop cough as those inmates in dorsnB to developed
cough. They are more at risk.

Example 2: Similarly, in an outbreak of COVID-19 infection amg
congregated, corona virus infected person in iswlatenter in Eke State
in 2020, 30 of 160 infected persons residing inlaison center A
developedCovid-19, compared with 5 of 140 infected persassding in
isolation center B. Calculate the relative risk.

Table 3: Incidence of COVID-19 Infection among congregataatona
virus infected persons in isolation center in AB@&ts§, 2020

Developed COVID-19?

Yes No Total
Isolation Center A a =30 b=130 H= 160
Isolation CenterB ¢c= 5 d=135 b= 140
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Total 35 265 T = 300

To calculate the risk ratio, first calculdtee risk or attack rate for each
group. Here are the formulas:

Attack rate for Exposed =al/atb

Attack rate for unexposed= c/c+d

For this example:

Risk of COVID-19 in Isolation center A resident86/160 =0.1875 =
18.7 %

Risk of COVID-9 in Isolation centre B residents #1390 =0.0357=3.5
%

The risk ratio is simply the ratio of these twdkss

Risk ratio = 0.18730.0357 =5.25

The risk ratio is more than 1 so the Isolation et residents were 5.3
times as likely to develop CORONA virus as thosésolation centre B
to developed CORONA virus.

Example 3: Calculating Risk Ratio

In an outbreak of measles among vaccinated childr&hgeria in 2016,
measles was diagnosed in 18 of 153 of the childaeginated compared
with 3 out of 7unvaccinated children. Calculate the risk ratio.

Table 3: Incidence of Measles among children ineNagin 2016

Measles Non-case Total

Exposed Non-exposed
Vaccinated a=18 b=135 153
Unvaccinated c= 3 d= 4 7
Total 21 139 160

Risk of measles among vaccinated children 158 =0.1176 =11.8 %
Risk of measles among unvaccinated children#-30.4285 = 42.8 %

Risk ratio = 0.11760.4285=0.274

The risk ratio is less than 1.0, indicating a dasesl risk or protective
effect for the exposed (vaccinated children). Tk ratio of 0.27
indicates that vaccinated children were only appnaxely one-fourth as
likely (27 %) to develop measles as were unvacethahildren.
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3.3.2 Rate Ratio

A rate ratio compares the incidence rates, pelisoa4tates, or mortality
rates of two groups. It is closely related to rs#o. As with the risk ratio,
the two groups are differentiated by demographitois or by exposure
to a suspected causative agent. Rate ratio is deth@s incidence rate
in an exposed group (¥Rosed, i.€. the primary interest group divided by
the incidence rate in the non-exposed groupoglBposel Which is the
comparison group.

Rate Ratio = Incidence Rate for exposed group

Incidence Rate for not-exgubgroup
Rate Ratio = |Rposed

| Rnon-exposed
The interpretation of the value of a rate ratigimilar to that of the risk
ratio. That is:

o A rate ratio of 1.0 indicates equal rates in the gxoups,

o A rate ratio greater than 1.0 indicates an increéassk for the
group in the numerator, and

o A rate ratio less than 1.0 indicates a decreasédfor the group

in the numerator.
EXAMPLE 4: Calculating Rate Ratios

Health officials were invited to investigate pex@s increased visitors to
ships’ infirmaries for Acute Respiratory llinessRA by passengers of
cruise ships in Nigeria in 1967. The officials caargd passenger visits
to ship infirmaries for ARI from March — June 19&7d the same period
in 1968. They recorded 12.6 visits for ARI per D@0urists per week in
1967 compared with 6.3 visits per 1,000 tourists week in 1968.
Calculate the rate ratio.

Rate Ratio = Incidence Rate for exposed graufpb67

Incidence Rate for non-exqbgroup in 1968
Rate Ratio = |Rposed

| Rnon-exposed

Rate Ratio = 12,663 =2.0

Interpretation: Passengers on cruise ships in Nigeria during March
June 1967 were twice more likely to visit theinsiiinfirmaries for ARI
compared to passengers in 1968.

Example 5: A prospective cohort study investigated the effeats
hormone replacement therapy (HRT) on coronary yadesease (CAD)
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in post-menopausal women. The investigators condptite incidence
rate of coronary artery disease in post-menopawsaten who were
taking HRT and compared it to the incidence rat@ast-menopausal
women who were not taking HRT. Calculate the rater

Table 4: A prospective cohort study investigated th effects of
hormone replacement therapy (HRT) on coronary artey
disease (CAD) in post-menopausal women

Post- Number  Person- Rate Ratio
menopausal with years Calculation
hormone use CAD of diseases-

free

Follow-up
Yes 40 65,409 40 /75,409

= 0.000530 = 53.0
per 100, 000 person
years

No 80 120,578 80 /72,578
= 0.001102 = 110.2
per 100, 000 person
years

Rate Ratio = 53.0/ 110.2 .4809

Interpretation: Women who used post-menopausal hormones had 0.48
times the rate of CAD compared to women who did nus¢ post-
menopausal hormones. Note the similarity betweenriterpretation of
Risk Ratio and Rate Ratio.

3.3.3 0Odds Ratio

An odds ratio (OR) is another measure of associdhiat quantifies the
strength of association between two events - an®xg and an outcome,
X and Y. It compares the intervention group with tomparism, control
or placebo group. Odds ratio signifies the oddsahautcome will occur
given an exposure, compared to the odds that tteeme will occur in
the absence of the exposure.

Odds ratio is used to compare the relative oddlebccurrence of the
outcome of interest such as disease or illnessvengxposure to variable
of interest. It can also be used to determinepa#dicular exposure is a
risk factor for a specific outcome. Hence, oddsoraan be used to
compare the magnitude of different risk factors fobat particular

outcome.
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Table 5: Table showing how to calculate odds ratio

Disease No Total Risk Odds
Disease (%) Ratio
Exposed A b a+b ala+b /st
Not C d c+d ct+d
Exposed
Total atc b+d (a+b)+(c
+d)

Risk Ratio=(a/a+Db)/(c/c+d)
Odds ratio is calculated as:

Odds Ratio = (axd) / (b x c) = atlc
Where:

The odds ratio is sometimes referred to as dfuss-product ratio
because the numerator is the product of valueslbfal’ and cell “d,” (a
x d) whereas the denominator is the product of‘téland cell “c” (b x
c) as shown in the formular above. A line from ¢all to cell “d” (for
the numerator) and another from cell “b” to cell (for the denominator)
creates an x or cross on the two-by-two table (C2I12).

Interpretation: If the:

. Odds ratio =1: there is no difference between wWwedrms of the
study: intervention and control.

. Odds ratio is more than 1 (> 1): The control istdérethan the
intervention.

. Odds ratio is less than 1 (< 1): The intervent®beétter than the
control.

Example 6: Calculating Odds Ratios

Table 6: Exposure and Disease in a Hypothetical Pafation of 10,000
Persons

Disease No Total Risk Odds
Disease Ratio
Exposed a=200 b = 4,000 0.05 =521
3,800 5.0%
Not c=160 d = 16,000 0.01 =
Exposed 15,840 1.0%
Total 360 20,000
19,640
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From the data above, the risk and odds ratios are cal culated as follows:

1. Riskratio= 5.0/1.0=5.0

2. Odds Ratio = (ax d) / (b x c) = ablc

= (200 x 15,840)(3800 x 160) = 3168000 / 608,000 = 5.21

From the above results, the odds ratio of 5.210isecto the risk ratio of
5.0. This is one of the advantages of odds rafive advantages of odds
ratio are as follows:

I. For rare health outcome, the odds ratio providesasonable
approximation of the risk ratio.

. The odds ratio can be calculated with data fromaseeontrol
study, but relative risk and rate ratio cannot bkwdated. In a
case-control study, researchers enroll a groupask-patients
(distributed in cells and c of the two-by-two tgblend a group of
non-cases or controls (distributed in cells b an(CdDC, 2012).

Only odds ratio can be calculated in a case-costualy. A case-control
study operates with two groups: diseased groupe{pasients) and not-
diseased group (control or a comparable group).rnimber of persons
in the control group is usually decided by the stigator. Often, the size
of the population from which the case-patients cam@&ot known.
Consequently, risks, rates, risk ratios and rdtegaannot be calculated
from a case-control study. But you can calculatésagtio and interpret
it as an approximation of the risk ratio, espegialhen the disease is rare
in the population (CDC, 2012).

SELF ASSESSED EXERCISE

i What is the difference between risk ratio and redatisk?
il. State the formulas for Risk Ratio, Odds Ratio, gsapproprite
formula.

4.0 CONCLUSION

In this unit, you have learnt the broad descriptioih measure of
association in epidemiology systems and approaoh.afso learnt what
a case definition is and variation in case defmitiduring pandemic.
Specifically, a case of pandemic COVID -19 was ufadillustrative
purposes. You were taught about the fundamental nimga /
interpretations of measure of association andaiskseases. Finally, you
also learnt about the calculation method of attat& and ratio.
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5.0 SUMMARY

In all scientific endeavours, the practice of emadogy relies on a
systematic approach. In very simple terms, the eepidlogist ounts
cases or health events, and describes them in @frtime, place, and
person;Divides the number of cases by an appropriate denominator
calculate rates; an@ompares these rates over time or for different
groups of people. A risk ratio (RR), also calkedative risk, compares
the risk of a health event (disease, injury, resgtdr, or death) among one
group with the risk among another group.

6.0 TUTOR-MARKED ASSIGNMENT
Using Table 7 below on the incidence of COVID-18es

1 What is the formula for Risk Ratio?

2 What is total number of COVID-19 cases
3. Complete the table matrix

4 What is the risk Ratio?

Table 7: Incidence of COVID -19 infection among cogregated,
Corona virus infected persons by isolation centreni Kwara State,
2020

Developed COVID 197

Yes No Total
Isolation Centre A a =48 b =229 IH=
Isolation CenterB ¢ =14 d =233 b=
Total T=

Source: Saka M.J. and Mohammed, Bolarinwa Unpubdistata
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1.0 INTRODUCTION

Nigeria is situated in the West African sub regiddministratively, the
country is divided into thirty-six States and orezl€ral Capital Territory
(FCT) Abuja. There are 774 Local Government AraaSAs) which is
the lowest administrative level. The 2006 NatioRabpulation Census
estimated the Nigerian population at 140 millionthvan annual growth
rate of 3.2%. In 2000, the World Health Organigatianked Nigeria’s
overall health system performance as 187th amodgni®@mber states.
The health indicators for Nigeria are currently s@than the average for
Sub-Saharan Africa; for example, infant mortaldayer (IMR) is 78 out of
1000, under 5 years mortality rate is 147 out diQ,Cand the maternal
mortality rate (MMR) is 640 out of 100,000. Disessseich as malaria,
diarrheal diseases, acute respiratory infectiond,\&accine preventable
diseases account for at least 90% of childhood mivyband mortality
and other childhood health problems in Nigeria.edttiseases like Lassa
fever, Cerebrospinal Meningitis (CSM) and Measlestinue to occur
with increased frequency in epidemic proportion @gmdduce highest
case fatality rate. Nigeria, like all other couasrin the region, is affected
by the HIV/AIDS pandemic with a national prevalenege of 4.4%
(2005). This prevalence in 2006, the country exgrexed outbreak of
highly pathogenic Avian Influenza (H5N1) in poultand in 2007, a
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human case was recorded. However, there has demmendous decline
in HIV/AIDs prevalence in Nigeria. The current ad15-49 years)
HIV/AIDS prevalence rate is 1.4 % (NACA, 2020).

In September 1998, the 48th World Health OrgarmosatRegional
Committee for Africa met in Harare, Zimbabwe. Thgburesolution
AFRO/RC48/R2, Member States adopted integratedigéssurveillance
as a regional strategy for strengthening weak naticsurveillance
systems in the African region. Until 2008, the dses under the
Integrated Disease Surveillance and Response (IR@R) mainly those
diseases that are targeted for eradication, elimimaepidemic prone
diseases and some communicable diseases of pelalit importance.
With the epidemiologic transition, non-communicatliseases are now
contributing a significant burden of morbidity antbrtality in Africa.
Nigeria, like other developing countries, is facandouble burden of both
communicable and Non-Communicable Diseases (NCIss.guideline
was revised to include non-communicable diseasat @he of public
health importance (e.g. Diabetes mellitus, High obdlopressure),
Neglected Tropical Diseases (Noma, Buruli ulcemenging infectious
diseases such as H5N1 and SARS, and other disgrdesInternational
Health Regulations (IHR). On 23rd of May 2005, Eiiy-eighth World
Health Assembly adopted the International HealthguRsions in
Geneva, Switzerland through Resolution WHAS8.3. Timernational
Health Regulations entered into force on 15th JAA67.

By 2014, Nigeria had outbreak of Ebola Virus whighs wide spread
through the Nation and other countries. In Decen2046, there was an
outbreak of Lassa Fever and in February, 2020, Migecorded its first
case of COVID-19 till end of 2020 when it becamieaademic disease.
The availability of accurate, up-to-date, relialzled relevant health data
and information is essential for strengthening arhaging the health
system. Currently, there is paucity of relevantltmedata for policy
decision and planning. The implementation of thalthereform agenda,
including strategies and action plans, is limitgdioe dearth of reliable
data on health parameters at all levels of thetheslstem. Where
information flow exists, it remained exclusively riteal, from the
periphery to the center, with little feedback.
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2.0 OBJECTIVES

By the end of this unit, you will be able to:

o explain Surveillance Systems in Nigeria

. understand Integrated Diseases Surveillance ResgtidSR)

. describe how IDSR can contribute to COVID-19 Panidem
preparedness & response

. give detailed account of guideline provision befarel during
outbreak

. discuss the role of Village, Health Facility and AQ_evel
Services

o discuss Core Capacity Requirements for Surveillaracel

Response Under International Health Regulation JIHR
3.0 MAIN CONTENT
3.1 What Is Disease Surveillance?

Surveillance is the ongoing systematic collecticanalysis, and
interpretation of health data. It includes the tyndissemination of the
resulting information to those who need them fdroac Surveillance is
also essential for planning, implementation, andlweation of public
health practice. Data collected at health facléiyel is compiled and sent
to the next level and regular feedback is shared thie lower level. A
standard case definition is used to identify suabripy diseases or events
and the laboratory is recognised as an importantpoment of public
health surveillance. Several types of surveillaace used in national
programs. The choice of method depends on the parpd the
surveillance action. In general, types of survagiamethods describe:

I. Focused location for surveillance (such as healtilify-based
surveillance or community-based surveillance).

il. Designated or representative health facility ororépg site for
early warning of epidemic or pandemic events (sehti
surveillance).

iii. Surveillance conducted at laboratories for detgctavents or
trends not necessarily evident at other sites.

iv. Disease-specific surveillance involving activitie@med at
targeted health data for a specific disease.

Regardless of the type of surveillance, the impadriasue is that the
health data is used for public health action.
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3.2  What Is Integrated Disease Surveillance and Rponse?

The Integrated Disease Surveillance and Respos&R() is a strategy
and a tool to promote rational use of resourcesinbggrating and
streamlining common surveillance activities. Manwytervention
programs still rely on their own disease survedkrsystems. Each
program has made efforts through the years to ingpits ability to obtain
reliable data on time in order to use informationtking action. Disease
control and prevention objectives are successiuky when resources
are dedicated to improving the ability of healttiicidls to detect the
targeted diseases, obtain laboratory confirmatioth® disease, and use
thresholds to initiate action at the LGA level. Bing on these successes,
the World Health Organization (WHO) Regional Offiéer Africa
(AFRO) proposes an Integrated Disease Surveillsanu# Response
(IDSR) strategy for improving disease surveillangeNigeria linking
community, health facility, LGA, State and Natiotelels. Additionally,
IDSR takes into account ti@ne World-One Healtlperspectivavhich

is a strategy that addresses events at the intiers@d human, domestic
animal, wildlife, and the environment. For exampl&% of recently
emerging and re-emerging diseases affecting hureatthhare of animal
origin (HIV/AIDS, avian influenza, etc.).

One World-One Healthis an interdisciplinary, holistic and integrated
approach to health. Diseases and other threatstingsérom climate
change, food safety, and chemical hazards corest#utomplex set of
challenging events involving human, animal and emrnental health.
The One World-One Healthstrategy promotes the integration and
coordination within and across sectors for dissaseeillance, outbreak
investigation and response activities undertakemiofyessionals from
various fields. It is a strategy that ensures trengthening of each sector
and enhances inter-sectoral linkages. This fatkt&fficient utilisation
of scarce resources, effective and prompts levegagf various sectors
capabilities for a better disease prevention amdrob In an integrated
system:

I The LGA level is the focus for integrating survaiice functions.
This is because the LGA is the first level in tlealth system with
full-time staff dedicated to all aspects of pulthealth such as
monitoring health events in the community, moliigi
community action, encouraging national assistamceazcessing
regional resources to protect the LGA’s health.

il. All surveillance activities are coordinated aneatnlined. Rather
than using scarce resources to maintain separdieal@ctivities,
resources are combined to collect information flsingle focal
point at each level.

iii. Several activities are combined into one integratetivity and
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take advantage of similar surveillance functiokd|ss resources
and target populations. For example, surveillanciévides for
acute flaccid paralysis (AFP) can address surveiflaneeds for
neonatal tetanus, measles and other diseases.ldalt workers
who routinely monitor AFP cases can also review L&W health
facility records for information about other prigyrdiseases.

iv.  Surveillance focal points at the LGA, state andiamal levels
collaborate with epidemic response committees ah davel to
plan relevant public health response actions arnivedy seek
opportunities for combining resources.

Integration refers to théharmonisation of differentmethods, software,
data collection forms, standards and case defirgtio order to prevent
inconsistent information as well as maximise effopput in by

stakeholders in disease prevention and controlraroges. Integration
involves training and supervision, use of commardfeck bulletin, and
other resources such as computers and vehiclebared. IDSR involves
nearly full-time coordination of surveillance adtigs and joint action
(planning, implementation, monitoring, evaluatiomhenever it is

possible and useful.

Coordination refers toworking or acting together effectiveljor the
rational and efficient use of available but limitedources such as Health
Management Information System (HMIS) and variosedse programs.
Coordination involves information sharing, jointaphing, monitoring
and evaluation in order to provide accurate, céasisand relevant data
and information to policy-makers and stakeholderé @A, state and
national levels.

3.3 Goal and Objectives of Integrated Disease  Sweilance
and Response (Idsr)

The goal of Integrated Disease Surveillance angp&ese (IDSR) is to
improve the ability of LGAs to detect and respomddiseases and
conditions that cause high levels of death, ilin@sd disability in the
LGA’s catchment area. Strengthening skills and weses for integrated
disease surveillance and response will result praved health and well-
being of communities in the LGA. The general obyecof the IDSR

strategy is to provide a rational basis for decisiaking and

implementation of public health interventions tleat efficacious in
responding to priority diseases and events. Tleeip objectives of
IDSR are to:

I Strengthen the capacikyconduct effective surveillance activities:

train personnel at all levels; develop and carnypdans of action;
and advocate and mobilise resources.
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. Integrate multiple surveillancgystems so that forms, personnel
and resources can be used more efficiently.

iii. Improve the use of information to detect changes in time in order
to conduct a rapid response to suspect epidemitoatbreaks;
monitor the impact of interventions: for examplegckhing
incidence, spread, case fatality, and to faciliet@ence-based
response to public health events; health policygiheglanning;
and management

iv. Improve the flow of surveillance information between and within
levels of the health system.

V. Strengthen laboratory capacity and involvement in confirmation
of pathogens and monitoring of drug sensitivity.

Vi. Increase involvement of cliniciansin the surveillance system.

vii.  Emphasise community participation in detection and response to

public health problems including event-based sliarese and
response in line with IHR

viii.  Trigger epidemiological investigations in detection, investigation
and reporting of public health problems, and inithplementation
of effective public health interventions.

3.4 How Can Integrated Disease Surveillance and Rzsnse
Contribute to Covid-19 Pandemic Preparedness &
Response?

When an outbreak of infectious disease occurs aletected, there is
usually no time to conduct initial training or asg#e supplies. All efforts
will be focused on meeting the needs of patierdsnptly and containing
the outbreak in the community. Being prepared far emnergency
situation can ultimately save lives. In cases wiegidemic preparedness
plans are in place, timely detection of outbreak®llowed by prompt
and appropriate response actions.

Epidemiologic surveillance provides skills and imf@tion for early
detection of outbreaks leading to enhanced prepas=dfor emergency
situations because it collects data for descritand analysing health
events. For example, a LGA’s Epidemic Managemem@dtee (EMC)
can define relevant roles in outbreak responsedwarace. Limited
resources are maximised by combining resources tfaming,
demonstrations and setting aside adequate suppfiesquipment,
vaccines, drugs and supplies.

3.4.1 How is surveillance functions described in #se
guidelines?

These guidelines assume that all levels of thetlhhegbtem are involved
in conducting surveillance activities for detectiagd responding to
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priority diseases and conditions (even though fifferdnt levels do not
perform identical functions). These activities uné the following core
functions:

Step 1 - Identify cases and eventdUse standard case definitions,
identifying priority diseases, conditions and egent

Step 2 — Reportisuspected cases or conditions or events to thdewstt

If this is an epidemic prone disease or a poterfablic Health
Emergency of International Concern (PHEIC), or sedse targeted for
elimination or eradication, respond immediatelyrestigating the case
or event and submit a detailed report. For evertethotified under IHR,
use the decision instrument (Annex 2 of IHR) toniifg any potential
PHEIC.

Step 3 - Analyse and interpret findings Compile the data, and analyse
it for trends. Compare information with previousipds and summarise
the results.

Step 4 - Investigate and confirm suspected casesitloreaks or events
Take action to ensure that the case, outbreak entei¢ confirmed
including laboratory confirmation wherever it im&ble.

Gather evidence about what may have caused theealttbr event and
use it to select appropriate control and prevergioategies.

Step 5 — Prepare:Take steps in advance of outbreaks or public health
events so that teams may respond quickly and eaksapplies and
equipment are available for immediate action. Hls premised on the
availability of surveillance data.

Step 6 — RespondCoordinate and mobilise resources and personnel to
implement the appropriate public health response.

Step7 - Communicate/Provide feedbackEncourage future cooperation
by communicating with levels that provided datgpomted outbreaks,
cases and events about the investigation outcothelaitess of response
efforts.

Step 8 - Evaluate and improve the systenf\ssess the effectiveness of
the surveillance and response systems, in terrtimefiness, quality of
information, preparedness, thresholds, case maregeand overall
performance. Take action to correct problems ankienraprovements.
There is a role for surveillance function at eanfel of the health system.
The levels are defined as follows:
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I Community
Represented by basic village-level services suctraaned birth
attendants, community or village health agentssiorilar care
providers, village leaders (religious, traditioraal political) or
school teachers, veterinarians and/or health extensorkers,
pharmacists, traditional healers.

. Health facility
Defined by each country. For surveillance purposes,
institutions (public, private, NGOs or other goveental) with
out-patient and/or in-patient facilities are definas a health
facility.

iii. Local Government Area (LGA)
The LGA is the lowest administrative unit and i tkevel
responsible for primary health care implementation.

iv. State
The intermediate level of government is responsitide
supervision and provision of technical supporti® tGA.

V. National level
This is the Federal level where policies are s#t woordination
of technical support to States and LGAs.

Vi. Laboratory
In an integrated system, some laboratory serviceawailable at
each level guided by a national level system ofiguassurance
and linked to reference laboratories for specifgedses.

Implementing IHR through IDSR

& Frstegy for

strangihaning

surveiliancs,

laboratory and a reguirement
BEnonRe capsitog for mesting come
at sach lave! of the surveiiience
health ayuten and rasponss

capaciting

Figure 1: Implementing International Health Regolat(IHR) through
Integrated Disease Surveillance and Response (IDSR)
Source: FMoH IDSR Guidelines
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3.5 Core Capacity Requirements for Surveillance ah
Response Under International Health Regulation (Ih

According to International Health Regulation (IHR)ember states shall
use existing national structures and resourcesetet their core capacity
requirements. These requirements include capaaitystirveillance,

reporting, notification, verification, response amallaboration activities.

Each part is expected to assess the ability otiegisational structures
and resource to meet the minimum requirements.dBasdhe results of
the assessment, each member state should develamalement action

plan to ensure that these core capacities are rgresel functioning

throughout the country.

Appendix 2 of the regulations defines the core capaequirements for
surveillance and response. The regulations recedhesfollowing three
levels of the health care system.

l. Local Government public health response level
Il. State public health response level
lll.  National public health response level

l. Local Government public health response level
At the local government public health responselldte capacities are:

(&) To detect events involving disease or deativalexpected levels
for the particular time and place in all areas initihe LGA

(b)  To report all available essential informatiommediately to the
appropriate level of healthcare response. At therconity level,
reporting shall be to local community health-carstitutions or
the appropriate health personnel. At the LGA pubiiealth
response level, reporting shall be to the Stateational response
level, depending on organisational structures.

For the purposes of these guidelines, essenti@inrdtion includes:

I. clinical descriptions

il. laboratory results

iii. sources and type of risk

iv. numbers of human cases and deaths

V. conditions affecting the spread of the disease thed health
measures employed

(c) To implement preliminary control measures immagaly.
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Il. State Public Health response level
The core capacity requirements at State level are:

€) To confirm the status of reported events amdsupport or
implement additional control measures; and

(b) To assess reported events immediately anduihdourgent, to
report all essential information to the nationalele For the
purpose of this (Appendix 1C), the criteria for emg§j events
include serious public health impact and/or unusuainexpected
nature with high potential for spread.

[1l. National Level: Assessment and Notification
The capacity requirements at National level are:

(@) To assess all reports of urgent events witBihaurs; and

(b)  To notify WHO immediately through the NationddR Focal
Point when the assessment indicates the event tiiahte
pursuant to Article 6,7 and 9 (Appendices 2 and 3).

National Level Public health response
The capacities are:

I. To determine rapidly the control measures requiteghrevent
domestic and international spread

il. To provide support through specialised staff, |abmny analysis
of samples (domestically or through collaboratiregtces) and
logistic assistance (e.g. equipment, supplies eargsport)

iii. To provide on-site assistance as required to suopglé local
investigations

iv.  To provide a direct operational link with senioralte and other
officials to approve rapidly and implement contaeémh and
control measures

V. To provide direct liaison with other relevant gawveent
ministries
vi.  To provide by the most efficient means of commuincea

available, links amongst stakeholders (hospitdisics, airports,
sea ports, ground crossings, laboratories and &#yeoperational
areas) for the dissemination of information andnemendations
received from WHO regarding events in the Countrg ather
Countries

vi. To establish, operate and maintain a national pubkalth
emergency response plan, including the creation of
multidisciplinary/multi-sectoral teams to respord évents that
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may constitute a PHEIC; and
viii.  To provide the foregoing on a 24-hour basis.
SELF ASSESSED EXERCISE

I. What is the difference between Disease Surveillaaoel
Integrated Disease Surveillance?
il. List diseases of Public Health Importance underRDS

4.0 CONCLUSION

This unit described disease surveillance and itmplication in the

management of disease outbreak. In the unit yoa kearnt the meaning
of surveillance system with integration with diseasf public health

importance. You should also have learnt relatignbletween Integrated
Disease Surveillance and Response (IDSR) and hitenal Health

Regulation (IHR).

5.0 SUMMARY

This guideline was revised to include Non-Commuble&iseases that
are of public health importance (e.g. Diabetes ] High Blood
Pressure), Neglected Tropical Diseases (Noma, Butaér), emerging
infectious diseases such as H5N1 and SARS, and dibeases under
International Health Regulations (IHR).

6.0 TUTOR-MARKED ASSIGNMENT (TMA)

1. Explain how outbreak is reported from the poimutbreak to the
FMoH.
2. What are the relationships between IDSR and?IHR
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MODULE 2 SYSTEMATIC ERROR (BIAS),
CONFOUNDING AND
STANDARDISATION

Unit 1 Bias in Principles of Epidemiology
Unit 2 Confounding in Principles of Epidemiology
Unit 3 Measure of Standardisation in Epidemiology

UNIT 1 BIAS IN PRINCIPLES OF EPIDEMIOLOGY
CONTENTS

1.0 Introduction
2.0 Objectives
3.0 Main Content
3.1  Definition of Bias (Systematic Error)
3.2  Selection Bias in Case Control Studies
3.2.1 Meaning of Selection Bias
3.2.2 Control Section Bias
3.2.3 Self Selection Bias
3.2.4 Differential Surveillance, Referral or Diexgis of
Subjects
3.3  Selection Bias in Cohort Study
3.3.1 Subject Selection Bias
3.3.2 Loss to Follow Up Bias
3.3.3 The Healthy Worker Effects
3.4 Information Bias (Non-Differential Misclasisiition of
Exposure)
3.4.1 Non-Differential Misclassification of Expagsu
3.4.2 Mechanism of Non-Differential Misclassifiican
of Exposure
3.5 Information Bias (Differential Misclassifiéan of
Exposure)
3.5.1 Recall Bias
3.5.2 Interviewer BiafAlso Recorder Bias)
3.5.3 Differences in Quality of Information
3.6 Information Bias (Misclassification of Outcejn
3.6.1 Differential Misclassification
3.6.2 Non- Differential Misclassification
3.6.2.1 Effect Decreased Sensitivity of Detecting
Diseases Subject
3.6.2.2 Effect Decreased Specificity of Detecting
Diseases Subject
4.0 Conclusion
5.0 Summary
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6.0 Tutor-Marked Assignments (TMAS)
7.0 References/Further Reading

1.0 INTRODUCTION

Before concluding that an individual study's cosabns are valid, one
must consider three sources of error that mightigdeoan alternative
explanation for the findings. These are random rerfmas and
confounding. If a determination is made that tinglifigs of a study were
not due to any one of these three sources of efnen the study is
considerednternally valid . In other words, the conclusions reached are
likely to be correct for the circumstances of tpatticular study. This
does not necessarily mean that the findings cagelneralised to other
circumstanceseiternal validity). For example, the Physicians' Health
Study concluded that aspirin use reduced the fiskyocardial infarction

in adult male physicians in the Kwara State, Nigefihe study was
carefully done, and the study was internally vadigt, it was not clear that
the results could be extrapolated to women, or égemon-physicians
(whose risk of myocardial infarction is generalbner than that of the
population overall). However, internally validityust be established
before one can consider whether the results arerradty valid.
Therefore, investigators must first ensure thatudysis internally valid
even if that means that the generalisability of fmmalings will be
compromised.

2.0 OBJECTIVES

By the end of this unit, you will be able to:

. define and explain bias (systematic error or syatentias)

. identify different types of bias

. discuss selection bias in (Case Control, Cohord\§tu

. describe self-control, Differential Surveillance,efBrral or

Diagnosis of Subjects in Selection Bias.
. describe loss to follow up, The Healthy Worker Effe Subject
Selection Bias in Cohort Study

. explain Differential and Non-differential misclasation of
disease and exposure and mechanism in Informaias B

. identify Information Bias on recall, Interviewerdbifferences in
Quiality of Information

. describe Information Bias on Misclassification ofut@ome
(Differential and Non-Differential)

. identify Effect Decreased Sensitivity and Spedifiaif Detecting

Diseases Subject in Non- Differential Misclassifioca of
Information Bias
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3.0 MAIN CONTENT
3.1 Definition of Bias (Systematic Error)

In contrast to random errdsias refers to systematic errors in any type of
epidemiologic study that result in an incorrectraate of the association
between exposures and outcomes. Investigatorstralice bias into a
study as a result of the procedures for identifyang enrolling subjects
or from the procedures for collecting or analysimgrmation. Bias can
also be introduced by errors in classification aticomes or exposures. It
is important for investigators to be mindful of eotial biases in order to
reduce their likelihood when they are designingualy, because once
bias has been introduced, it cannot be removedtWhanmajor types of
bias are:

i. Selection Bias
il Information Bias

In addition, many epidemiologists think of confoimglas a type of bias.
While confounding also produces incorrect estimates of the assoniati
one can often adjust for confounding in the analyisiorder to remove
its distorting effects to obtain a more accurateasnee of association.
Typically, confounding effects in epidemiologic dies is a function of
the complex interrelationships between various expes/susceptibility
factors and disease. Confounding can be contraliethe design by
randomisation, restriction and matching. Confoogdcan also be
controlled in the analysis by stratification, mudtiiable analysis and
matching. The best that can be done about unkn@nfoanders in the
conduct of epidemiologic studies is to use a raridedhdesignThe
problem of confounding will be addressed in a separate unit of the
module.

When reading a study, one should be aware of patdmases that might
have affected the conclusions and be able to predtat effect a given
bias would be expected to have on the estimatfeifte

3.2  Selection Bias in Case Control Studies
3.2.1 Meaning of Selection Bias

Selection bias can be defined as a distortiongretitimate of association
between risk factor and disease that results from the subjects are
selected for the study. Selection bias is an itambrproblem in case-
control and retrospective cohort studies. It is likely to occur in a
prospective cohort study design. It cannot be cetefy excluded in a
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case-control study because non participation betweses and control
subjects may have differed.

In general, there are two basic conditions thatndorabout the
phenomenon of selection bias. It could occur, eitleeause the sampling
frame is sufficiently different from the target pdationor because the
sampling procedure cannot be expected to deligan®le that is a mirror
image of the sampling frame. Either way, selectiv@s has serious
implications for both internal validity of findingsand their
generalisability to the population, that is, théeemal validity of findings
of the study.

Suffice it to say that selection bias can resulemhhe selection of
subjects into a study or their likelihood of beratpined in the study leads
to a result that is different from what you woulave gotten if you had
enrolled the entire target population. If one eethe entire population
and collected accurate data on exposure and outcivme one could
compute the true measure of association. We génelaih't enroll the
entire population; instead we take samples. Howeéfzene sampled the
population in a fair way, such the sampling fromfalir cells was fair
and representative of the distribution of exposamd outcome in the
overall population, then one can obtain an accueatiEnate of the true
association (assuming a large enough sample, saahdom error is
minimal and assuming there are no other biases oofounding).
Conceptually, this might be visualised by equakdifadles (sampling)
for each of the four cells.

Table 8: Sampling using Contingency Tables
Fair Sampling Diseased Non-diseased

Exposed i? i?
Non-exposed i? i?

The contingency table showed columns of diseased and non-diseased
while the rows labeled exposed and non-exposed. | n this example, the
4 exposure/ disease categories have equal-sized star in them to convey
theidea of unbiased sampling.

However, if sampling is not representative of thgpasure-outcome
distributions in the overall population, then theasures of association
will be biased, and this is referred to as selecb@s. Consequently,
selection bias can result when telection of subjectsnto a study or
their likelihood of being retained in a cohort stud/ leads to a result
that is different from what you would have gottépdu had enrolled the
entire target population. One example of this mightepresented by the
table below, in which the enrollment procedures ulted in
disproportionately large sampling of diseased stbje
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who had the exposure.

Table 9: Sampling showing Selection Bias
Selection Bias Diseased Non-diseased

Exposed % fi
Non-exposed /5 ﬁ

This contingency table has a larger Star in thetakllating the number
of exposed subjects with disease. This is to indi¢hat there was a
tendency to over-sample this category, for exanglgse-control study
in which cases were more likely to be selectetaf/thad been exposed.
There are several mechanisms that can producerthianted effect:

1. Selection of a comparison group ("controls") that mot
representative of the population that producec:tses in a case-
control study. (Control selection bias)

2. Differential loss to follow up in a cohort studyich that the
likelihood of being lost to follow up is related tmtcome status
and exposure status. (Loss to follow-up bias)

3. Refusal, non-response, or agreement to particibateis related
to the exposure and disease (Self-selection bias)

4, Using the general population as a comparison grimupan
occupational cohort study ("Healthy worker effect")

5. Differential referral or diagnosis of subjects

3.2.2 Control Section Bias

In a case-control study selection bias occurs whenjects for the
"control" group are not truly representative of tpepulation that
produced the cases. Remember that in a case-caihiidy the controls
are used to estimate the exposure distribution the proportion having
the exposure) in the population from which the sasese. The exposure
distribution in cases is then compared to the exodistribution in the
controls in order to compute the odds ratio as asmes of association.
In the module on Overview of Analytic Studies andthhie module on
Measures of Association we considered a rare dis@asa source
population that looked like this:

Table 10: Control Section Bias

Diseased Non- Total Risk Ratio
diseased
Exposed 6 1,002 1,008 6/1008 =
0.00595
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Non-exposed 5 5,633 5,638 5/5638 =
0.00088

Risk Ratio = 0.00595/0.00088 = 6.76

The calculated the risk ratio for the entire pofiatais = 6.76. However,

when the outcome is rare, a case-control studgrislucted because it is
much more efficient. Consequently, in order toreate the risk ratio, we

could use the relative distribution of exposureansample of the

population, provided that these controls are setebly procedures such
that the sample is a representative estimate ahtpesure distribution in

the overall population.

If a control sample was selected appropriately, sich that is was
representative of exposure status in the populatien the case-control
results might look like the table below.

Table 11: Proper selection of a control sample
Cases Controls
Exposed 6 10
Non-exposed 5 56

Note that the sample of controls represents only df%he overall
population, but the exposure distribution in thentcols (10/56) is
representative of the exposure status in the dvauapulation
(1,002/5,633).

2. Odds Ratio=(axd)/(bxc)=4dc=6x56/10x5=6.72
As a result, the odds ratio = 6.72 gives an unkiastimate ratio of the
risk ratio.

In contrast, suppose that in the same hypothesicaly controls were
somewhat more likely to be chosen if they had tkposure being
studied. The data might look something like this:

Table 12: A hypothetical study controls
Cases Controls
Exposed 7 16
Non-exposed 6 50

Here we have the same number of controls, butrthestigators used
selection procedures that were somewhat more likieselect controls
who had the exposure. As a result, the estimagffett, the odds ratio,
was biased (OR = 3.65).
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Conceptually, the bias here might be representethéyable below in
which the large ladle indicates that non-diseasejests with the
exposure were over sampled.

Table 13: Selection bias

Selection Diseased Controls
Bias

Exposed , ﬁ

Non- *

exposed
In this table the greater tendency to enroll non-diseased controls who
had been exposed isrepresented by a larger Star in that cell.

Depending on which category is over or under-sadytlhés type of bias
can result in either an underestimation or an ®tamation of the true
association.

Example: A hypothetical case-control study was conductedEtermine
whether lower socioeconomic status (the exposgrassociated with a
higher risk of cervical cancer (the outcome). Téases" consisted of 250
women with cervical cancer who were referred tdo€deneral Hospital
for treatment for cervical cancer. They were rafdrfrom all over the
State. The cases were asked a series of questielasing to
socioeconomic status (household income, employneshication, etc.).
The investigators identified control subjects byngdrom door—to-door
in the community around Isolo General Hospital fr@&®0 am to
6:00 pm. Many residents were not at home, but tpessisted and
eventually enrolled enough controls. The problens weat the controls
were selected by a different mechanism than thescgsnmediate
neighbourhood for controls compared to statewidecfses), AND the
door-to-door recruitment mechanism may have tendedselect
individuals of different socioeconomic status, sincomen who were at
home may have been somewhat more likely to be ulugeh. In other
words, the controls were more likely to be enrolleelected) if they had
the exposure of interest (lower socioeconomic sjatu

The "Would" Criterion

Epidemiologists sometimes use theould" criterion to test for the
possibility of selection bias; they ask "If a caithad had the disease,
would they have been likely to be enrolled as a cadethelanswer is
'yes', then selection bias is unlikely.
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3.2.3 Self Selection Bias

Selection bias can be introduced into case-corgrotlies with low
response or participation rates if the likelihoofl responding or
participating is related to both the exposure dnedautcome.
Table 14 shows a scenario with differential pgptition rates in which
diseased subjects who had the exposure had aijpatita rate of 80%,
which the other three categories had participatades of 60%.
Table 14: Differential participation rates

Selection Diseased Non-diseased

Bias

Exposed

Non-
exposed

I n this contingency table greater participation by subjects who had the
exposure and the outcome of interest is represented by the larger star
in that cell.

3.2.4 Differential Surveillance, Referral, or Diagnosis of Subjects

Aschengrau and Seage (2018) give an example inhwhiestigators

conducted a case-control study to determine whetlssr of oral

contraceptives increased the risk of thromboemboliEhe case group
consisted of women who had been admitted to theitabfor venous

thromboembolism. The controls were women of simdge who had
been hospitalised for unrelated problems at theeshospitals. The
interviews indicated that 70 % of the cases usatlaimtraceptives, but
only 20 % of the controls used them. The odds ratis 10.2, but in
retrospect, this was an overestimate. There had begorts suggesting
such an association. As a result, health care geosiwere vigilant of
their patients on oral contraceptives and were rikety to admit them

to the hospital if they developed venous thrombasisany signs or
symptoms suspicious of thromboembolism. As a rethidt study had a
tendency to over sample women who had both the sexpoand the
outcome of interest.

Table 15: Over-sampling
Selection Diseased Non-diseased

Bias

Exposed X X
Non- X X
exposed
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As seen in Table 15 Over-sampling of women withdkgosure and the
outcome is represented by a larger ladle for theggory.

Aschengrau and Stage (2014) suggest that thistesldiias could have
been minimised by more restrictive case selectittar@, such that only
women who clearly required hospitalisation wouldebeolled in the case

group.

3.2 Selection Bias in Cohort Studies

A cohort is defined as a group of subjects (pefrseh® share a common
experience within a define time period. In cohsitidy designs, this
purposively defined group of subjects are considlénde free of a given
disease but vary in exposure potential to suppassd factor(s) or

causative agent(s) of the disease. They are definedcruited on the
basis of assumed exposure to risk factors rathem tin the basis of
disease status. Cohort studies are therefore opeatly defined as

epidemiologicalO research studies in which a grafugpubjects (persons)
who share a common experience within a define per@od (a cohort)

and who are considered to be free of a given disbas who vary in

exposure to supposed risk factors are followed dwee in order to

determine differences in the rate at which disekeselops in relation to
exposure to the factor(s).

Depending on the time when the cohort study idaite@d relative to
occurrence of the disease(s) to be studied, ibeatistinguished between
prospective (concurrent) or retrospective (histadjicohort studies: In a
concurrent cohort study, the data concerning exjgosue assembled
prior to the occurrence of disease —the concurcehbrt design thus
representing a true prospective study. In a hesbrcohort study,
sometimes referred to as retrospective cohort etydiata on exposure
and occurrence of disease are collected after tlemt® have taken
place—the cohorts of exposed and non-exposed gslgee assembled
from existing records, or health care registriés.a prospective cohort
study, individuals are selected into the study atimae prior to
development of symptoms (pre-pathogenesis stagsgdba@n their
exposure status and are followed for a specifiedogdeof time to
determine the number of people who develop disease.

3.3.1 Subject Selection Bias

Factors affecting enrollment of subjects intoraspective cohort study
would not be expected to introduce selection biasrder for bias to
occur, selection has to be related to both expasuleoutcome. Subjects
are enrolled in prospective cohort studies befbey thave experienced
the outcome of interest. Therefore, while it isyet@ssee how enrollment
might be related to exposure (exposed might be rapdess likely to
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enroll), it is difficult to imagine how either ingdgators or enrollees
could be influenced by awareness of an outcomentdst't yet occurred.

This form of selection bias could be more commora netrospective
cohort study, especially if individuals have to provide infortheonsent
for participation. Since a retrospective cohortgtatarts after all cases
of disease have occurred, subjects generally w&olv both their
exposure and outcome status. It is not hard toimeabat those with the
most interest in participation would both have berposed and have the
disease, a dynamic that would only be accentuatin istudy question
were a controversial one and/or there were potetighility and
monetary consequences tied to the results of tndystAnother less
common mechanism of selection bias in a retrospeatbhort study
might occur if retention or loss of records of stusubjects (e.g.,
employment, medical) were related to both expoanceoutcome status.
Selection bias can occur if selection or choicetlof exposed or
unexposed subjects in a retrospective cohort stuggmehow related to
the outcome of interest.

Example: Consider a hypothetical investigation of an octigpal
exposure (e.g., an organic solvent) that occurre@( years ago in
factory. Over the years there were suspicions tatking with the
solvent led to adverse health events, but no definidata existed.
Eventually, a retrospective cohort study was cotatlicusing the
employee health records. If all records had begrined the results might
have looked like those shown in the first contirmenable 14 below.

Table 14: Employee health records

Unbiased Diseased Non- Total
Results diseased

Solvent 100 900 1000
exposure

Unexposed 50 950 1000

This unbiased data would give a risk ratio as fedp

RRunbiasee= 100/1000
50/1000
= 2.0

However, suppose that many of the old records bad lost or discarded,
but, given the suspicions about the effects ofsiigent, the records of
employees who had worked with the solvents and espently had
health problems were more likely to be retainednsgguently, record
retention was 99 % among workers who were exposeddaveloped
health problemsbut recorded retention was only 80% for all other
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workers. This scenario would result in data shawthé next contingency
Table 15.

Table 15: Contingency Table

Biased Diseased Non- Total
Results diseased

Solvent 99 720 819
exposure

Unexposed 40 760 800

RRunbiased= 99/819
~40/600
= 242
Differential loss of records results in selectidgasband an overestimate
of the association in this case, although dependinthe scenario, this
type of selection bias could also result in an wveskimate of an
association

Prospective cohort studies will not have selectiiss as they enroll
subjects, because the outcomes are unknown at ébmning of a

prospective cohort study. However, prospective dodtadies may have
differential retention of subjects over time thatsomehow related to
exposure status and outcome, and this differdogalto follow up is also
a type of selection bias that is analogous to wigtsaw above in the
retrospective study on solvents in a factory.

3.3.2 Loss to Follow Up (Attrition) Bias

In cohort study design loss to follow-up becomékraat to the internal
validity of research findings when study particitsamhat are lost to
follow-up or who withdraw from the study re differtefrom those who
are followed for the entire duration of the studgss to follow up is said
to be differential when is not equally distributbdtween comparison
groups.

As noted above, the enrollment of subjects will biats a prospective
cohort study, because the outcome has not yetmacturherefore, choice
cannot be related to both exposure status and metstatus. However,
retention of subjects may be differentially related to expesand
outcome, and this has a similar effect that cas Hia results, causing
either an overestimate or an underestimate of aocaion. In the
hypothetical cohort study below investigators coragdahe incidence of
thromboembolism (TE) in 10,000 women on oral cargmives (OC)
and 10,000 women not taking OC. TE occurred inutfjexts taking OC
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and in 10 subjects not taking OC, so the truenagio was (20/10,000) /
(10/10,000) = 2.

Table 16: Hypothetical cohort study

Unbiased Results Thromboembolism Non- Total
diseased

Oral 20 9980 10,000

Contraceptives

Unexposed 10 9990 10,000

This unbiased data would give a risk ratio as fedp

RRunbiasea= 20/10,000
~10/10,000
= 2.0

However, suppose there were substantial loses ltowfaip in both
groups, and a greater tendency to loose subjddtgytaral contraceptives
who developed thromboembolism. In other words,elveas differential
loss to follow up with loss of 12 diseased subjétthe group taking oral
contraceptives, but loss of only 2 subjects witlotboembolism in the
unexposed group. This might result in a contingaiabyje like the one
shown below.

Table 17: Contingency table
Biased Results Thromboembolism Non- Total

diseased
Oral 8 5980 5988
Contraceptives
Unexposed 8 5984 5992

This biased data would give a risk ratio as follows

RR = 8/5988
= 1.0

So, in this scenario both exposure groups lostiad®eo of their subjects
during the follow up period, but there was a gredbes of diseased
subjects in the exposed group than in the unexpgieegp, and it was this
differential loss to follow up that biased the rtsu

Table 18: Bias due to differential loss to follow p

Selection Diseased Non-diseased
Bias
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Exposed % ii
Non-
exposed

In essence, the differential loss to follow up fesliin a relative under-
sampling of exposed subjects who developed theomécas shown in
this table with the small star in the upper rightit cell.

Again, depending on which category is underrepodsda result of
differential loss to follow-up, either an underasite or overestimate of
effect (association) can occur.

Preventing Loss to Follow-up

The only way to prevent bias from loss to follow-sgo maintain high
follow up rates (>80%). This can be achieved by:

i. Enrolling motivated subjects

i. Using subjects who are easy to track

i. Making questionnaires as easy to complete as pgessib

iv. Maintaining the interest of participants and makimgm feel that
the study is important

v. Providing incentives

3.3.3 The "Healthy Worker" Effect

The "health worker" effect is a type of honcompditgtbias that occurs
in the design aspects of a research. It is readlgexial type of selection
bias that occurs in cohort studies of occupatiangdosures when the
general population is used as the comparison grdipe general
population consists of both healthy people and althyg people. Those
who are not healthy are less likely to be employetile the employed
work force tends to have fewer sick people. Moregveople with severe
illnesses would be most likely to be excluded fremployment, but not
from the general population. As a result, compassof mortality rates
between an employed group and the general populatibbe biased.
Suppose, for example, that a given occupationabsxe truly increases
the risk of death by 20% (RR=1.2). Suppose alsd tha general
population has an overall risk of death that is 108her than that of the
employed workforce. Given this scenario, use ofgleeral population
as a comparison group would result in an undereséirof the risk ratio,
i.e. RR=1.1.

Another possibility is that the exposure beingadss not associated with
any difference in risk of death (i.e., true RR=1.0f) the general
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population is used as a comparison group, the astinRR might be
around 0.9. Aschengrau and Seage (2018) that feudd®% lower

mortality rate (standardised mortality rate = OiB4radiation-exposed
workers at the Portsmouth Shipyard. It was notenydver, that the
radiation workers had to undergo a special physixamination in order
to be eligible to work in this particular programn@onsequently, it is
likely that their baseline health was significaribigtter than that of the
population at large.

i. Information Bias (Observation Bias)

From the previous section it should be clear thaen if the
categorisation of subjects regarding exposure andome is perfectly
accurate, bias can be introduced differential $ielecr retention in a
study. The converse is also true: even if the sele@nd retention into
the study is a fair representation of the poputatiom which the samples
were drawn, the estimate of association can bestidfssubjects are
incorrectly categorised with respect to their expesstatus or outcome.
These errors are often referred torasclassification, and the mechanism
that produces these errors can result in eitham-differential or
differential misclassification. Ken Rothman distinguishes these as
follows:
"For exposure misclassification, the misclassifaat is no
differential if it is unrelated to the occurrence resence of
disease; if the misclassification of exposure féedént for those
with and without disease, it is differential. Siarily,
misclassification of disease [outcome] is no diéferal if it is
unrelated to the exposure; otherwise, it is diffiéed."

3.4 Non-Differential Misclassification of Exposure

Non-differential misclassification means that thegluency of errors is
approximately the same in the groups being compadéstiassification

of exposure status is more of a problem than ndsiiaation of

outcome, but a study may be biased by misclastiitaof either

exposure status, or outcome status, or both.

3.4.1 Non-differential Misclassification of Exposue

Non-differential misclassification of a dichotomoesposure occurs
when errors in classification occur to the samerelegegardless of
outcome. Non-differential misclassification of egpice is a much more
pervasive problem than differential misclassifioati(in which errors
occur with greater frequency in one of the studyugs). The figure 2
below illustrates a hypothetical study in which albjects are correctly
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classified with respect to outcome, but some ofekigosed subjects in
each outcome group were incorrectly classifiechas-exposed.'
Diseased Non Diseased

Exposed z ‘ o o OOO
Not Exposed “»;I“ ((

. i <

Non differential Misclassification of Exposure

Figure 2: A hypothetical study

Suppose a case-control study was conducted to aratimé association
between a high fat diet and coronary artery diseasbjects with heart
disease and controls without heart disease mighétreited and asked
to complete questionnaires about their dietarytsabiorder to categorise
them as having diets with high fat content or tois difficult to assess
dietary fat content accurately from questionnaises,it would not be
surprising if there were errors in classificatidregposure. However, it
is likely that in this scenario the misclassificatiwould occur with more
or less equal frequency regardless of the evenlisahse status. Non-
differential misclassification of a dichotomous espre always biases
toward the null. In other words, if there is anaxsation, it tends to
minimise it regardless of whether it is a positivea negative association.

The figure above depicts a scenario in which disesdigtus is correctly
classified, but some of the exposed subjects a@ractly classified as
non-exposed. This would result in bias toward thik Rothman gives a
hypothetical example in which the true odds ratio the association
between a high fat diet and coronary heart disesas®, but if about 20
% of the exposed subjects were misclassified asexposed' in both
disease groups, the biased estimate might givelds m@tio of, say, 2.4.
In other words, it resulted in bias toward the null

However, now consider what would happen in the saxaenple if 20 %
of the exposed subjects were misclassified as gwposed' in both
outcome groups, AND 20 % of the non-exposed subjegtre
misclassified as 'exposed' in both groups - inrotf@ds a scenario that
looked something like this:
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‘ Nondifferential Misclassification of Exposure #2

Figure 3: Rothman’s hypothetical example

This additional nondifferential misclassificationould result in even
more severe bias toward the null, giving an odtle @i perhaps 2.0.
Note that if there are multiple exposure categoiiesif the exposure is
not dichotomous, then nondifferential misclasstima may bias the
estimate either toward the null or away from itpeeding on the
categories into which subjects are misclassified.

3.4.2 Mechanisms for Nondifferential Misclassificaon

Non-differential misclassification can occur in ammber of ways.
Records may be incomplete, e.g., a medical recowhich none of the
healthcare workers remember to ask about tobaceoTiere may be
errors in recording or interpreting informatiorrecords, or there may be
errors in assigning codes to disease diagnosesehigat workers who
are unfamiliar with a patient's hospital coursegdiosis, and treatment.
Subjects completing questionnaires or being intareid may have
difficulty in remembering past exposuredote that if difficulty in
remembering past exposures occurs to the sametértboth groups
being compared, then there rigndifferential misclassification, which
will bias toward the null. However, if one outcogr®up in a case-control
study remembers better than the other, then thera differential
misclassification which is called "recall bias." da#é bias is described
below under differential misclassification of expos.

3.5 Differential Misclassification of Exposure

If errors in classification of exposure status @anore frequently in one
of the groups being compared, then differentialchassification will
occur, and the estimate of association can be stigr@ed or under
estimated. There are several mechanisms by whidferaditial
misclassification of exposure can occur.
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3.5.1 Recall Bias

Recall bias occurs when there are systematic diffegs in the way
subjects remember or report exposures or outcdrezsll bias can occur
in either case-control studies or retrospectiveodobtudies. In a case-
control study: subjects with disease may rememlsst gxposures
differently (more or less accurately) than thoseovdo not have the
disease.

Example 7:Mothers of children with birth defects are likébyremember
drugs they took during pregnancy differently thanotimers of normal
children. In this particular situation the biass@metimes referred to as
maternal recall biasMothers of the affected infants are likely to bav
thought about their drug use and other exposurgagipregnancy to a
much greater extent than the mothers of normatdml. The primary
difference arises more from under reporting of expes in the control
group rather than over reporting in the case grélgwever, it is also
possible for the mothers in the case group to umeport their past
exposures. For example, mothers of infants who fild SIDS may be
inclined to under report their use of alcohol arreational drugs during
pregnancy.

Recall bias occurs most often in case-control sgjdiut it can also occur
in retrospective cohort studies. For example, thad® have been
exposed to a potentially harmful agent in the pmaay remember their
subsequent outcomes with a different degree of tEtemess or
accuracy.

Example 8:In the retrospective portion of the Ranch Handdgtwhich
looked at effects of exposure to Agent Orange (djoxPilots who had
been exposed may have had a greater tendency &mteen skin rashes
that occurred during the year following exposure.

Pitfall: In a case-control study, if both cases and coninalve more or
less equal difficulty in remembering past exposures accurately, it is
nondifferential, and it is a form afondifferential misclassification. In
contrast, if one group remembers past exposures awmurately than the
other, then it is called "recall bias" which isd#ferential type of
misclassification.

Ways to Reduce Recall Bias
. Use a control group that has a different diseds# s unrelated
to the disease under study).

i, Use questionnaires that are carefully constructedbrider to
maximise accuracy and completeness. Ask specifistipns.
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ii. For socially sensitive questions, such as alcohdl@ug use or
sexual behaviours, use a self-administered question instead
of an interviewer.

iv. If possible, assess past exposures from biomarkefiom pre-
existing records.

3.5.2 Interviewer Bias (Also Recorder Bias)

Differential bias can be introduced into a studyewlthere are systematic
differences in soliciting, recording, or interpragi information on
exposure (in a case-control study) or outcome @mospective and
prospective cohort studies and in intervention isudclinical trials)).
This type of bias can also occur when data is ctdt by review of
medical records if the reviewer (abstractor) intetp or records
information differently for one group or if the riewer searches for
information more diligently for one group. Sinceisthintroduces a
differential misclassification, it can cause bidber toward or away from
the null, depending on the circumstances.

Ways to Reduce Interviewer Bias

. Use standardised questionnaires consisting of diesd, easy to
understand questions with appropriate responsergpti

i, Train all interviewers to adhere to the questiod answer format
strictly, with the same degree of questioning fothbcases and
controls.

ii. Obtain data or verify data by examining pre-exigtiecords (e.g.,
medical records or employment records) or assessargarkers.

3.5.3 Differences in the Quality of Information

Obviously, if the data for each of the groups baiagipared comes from
different sources, the accuracy of the data mayelter in one group, and
this will introduce differential misclassificatioror example, if exposure
data for a case group were obtained from a fadfigcialising in the care
of that condition and data from the comparison greere obtained from
another source, there might be significant diffeesnin the completeness
and accuracy of the exposure data.

3.6 Misclassification of Outcome

Misclassification of outcomes can also introduashinto a study, but it
usually has much less of an impact than misclasgitin of exposure.
First, most of the problems with misclassificatimercur with respect to
exposure status since exposures are frequently diffieult to assess
and categorise. We glibly talk about smokers andsmokers, but what
do these terms really mean? One needs to consmerheavily the
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individual smoked, the duration, how long ago tetgrted, whether and
when they stopped, and even whether they inhalethether they were

exposed to environmental smoke. In addition, astilhted above, there
are a number of mechanisms by which misclassifinabf exposure can
be introduced. In contrast, most outcomes are mefiaitive and there

are few mechanisms that introduce errors in outcclassification.

Another important consideration is that most of thtcomes that one
studies are relatively uncommon; even when an &gsmt does exist,
the majority of exposed and non-exposed subjectsotiexperience the
outcome. As a result, there is much less poteftimkrrors to have a
major effect in distorting the measure of assooiati

Certainly, there may be clerical and diagnostiomrin classification of
outcome, but compared to the frequency of exposuselassification,
errors in outcome classification tend to be lessrmon and have much
less impact on the estimate of association. Inteddio having little
impact on the estimate of effect, misclassificatioih outcome will
generally bias toward the null, so if an assocrai® demonstrated, if
anything the true effect might be slightly greater.

Example 9: Consider the case-control conducted by Doll and il
1947. This was one of the first analytic studieat tbxamined the
association between smoking and lung cancer. Ty gjathered data
from more than twenty hospitals in the London af&sses with a recent
diagnosis of lung cancer were identified and irimed about their past
exposures, including a detailed history of smokislgacco. Non-cancer
control patients in the same hospitals were alterviewed. The study
was quite extensive, but the bottom line was ttattssically significant
associations between smoking and lung cancer werelfin both males
and females (although the association was notrasgtn females.

The investigators took steps to verify the diagsaskeenever possible by
checking operative findings, pathology reports, autiopsy findings.

Given the nature of the disease and the effortetify the diagnosis, it

is likely that the diagnosis was correct in thetvagjority of subjects.

However, far more problematic was the classificatid the degree of
exposure to tobacco. The assessment of exposucelmminfluenced not

only by misclassification as a result of tryingreznember the details of
smoking exposure over a lifetime, but the potemiiablems with recall

bias and interviewer bias.

3.6.1 Differential Misclassification of Outcome

To illustrate differential misclassification of @mstme Rothman uses the
following example" "Suppose a follow-up study weradertaken to
compare incidence rates of emphysema among smakénsonsmokers.
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Emphysema is a disease that may go undiagnoseduvitimusual
medical attention. If smokers, because of conckouthealth effects of
smoking (such as bronchitis), seek medical attarttica greater degree
than nonsmokers, then emphysema might be diagmoeesl frequently
among smokers than among nonsmokers simply assegoance of the
greater medical attention. Unless steps were takemsure comparable
follow-up, an information bias would result. An é@ss' of emphysema
incidence would be found among smokers compared mgnsmokers
that is unrelated to any biologic effect of smokimpis is an example of
differential misclassification, since the undergtiasis of emphysema, a
misclassification error, occurs more frequently fiomsmokers than for
smokers."

3.6.2 Non-differential Misclassification of Outcone

Non-differential misclassification of a dichotomousutcome will
generally bias toward the null, but there are situationstiich it will not
bias the risk ratio. Bias in the risk differencee€rds upon the sensitivity
(probability that someone who truly has the outcavilebe identified as
such) and specificity (probability that someone vdu@snot have the
outcome will be identified as such).

This is additional detail on the effects of nonteliéntial misclassification
of outcome that is not required in the introductooyrse, although it is
required in Intermediate Epidemiology.

3.6.2.1 Effect of Decreased Sensitivity of DetectjrDiseased
Subjects

"Consider a cohort study in which 40 cases actuatigur among 100
exposed subjects and 20 cases actually occur a@dgunexposed
subjects. Then, the actual risk ratio is (40/10@®0/200) = 4, and the
actual risk difference is 40/100-20/200 = 0.30. gge that specificity of
disease detection is perfect (there are no falsitipes), but sensitivity is
only 70% in both exposure groups (that is sensgjtinf disease detection
is nondifferential and does not depend on errorelassification of

exposure). The expected numbers detected will Heef.70(40) = 28
exposed cases and 0.70(20) = 14 unexposed cas&d) vibld an

expected risk-ratio estimate of (28/100)/ (14/26@) and expected risk-
difference estimate of 28/100 - 14/200 = 0.21. Thime disease
misclassification produced no bias in the riskadbiut the expected risk-
difference estimate is only 0.21/0.30 = 70 % ofdbtual risk difference.

"This example illustrates how independent nondifftial disease
misclassification with perfect specificity will ndbias the risk-ratio
estimate, but will downwardly bias the absolute niagle of the risk-
difference estimate by a factor equal to the falsgative probability
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(Rogers and MacMahon, 1995). With this type of taissification, the
odds ratio and the rate ratio will remain biaseslaxd the null, although
the bias will be small when the risk of diseaséois (<10 %) in both
exposure groups. This approximation is a consequehthe relation of
the odds ratio and the rate ratio to the risk ratien the disease risk is
low in all exposure groups."

The scenario described above could be summarisidtiag following
contingency Tables 19 and 20.

First, consider the true relationship:

Table 19: True Relationship A

Diseased Non- Total

diseased
Exposed 40 60 100
Unexposed 20 180 200

Sensitivity = 100% (all disease cases were detgcted
Specificity = 100% (all non-cases correctly classif
Risk Ratio = (40/100)/ (20/200) =4
Risk Difference = 40/100-20/200 = 0.30

Then consider:

Table 20: Misclassification of Outcome #1

Diseased Non- Total

diseased
Exposed 28 72 100
Unexposed 14 186 200

Sensitivity = 70% (30% false negative rate)
Specificity = 100% (all non-cases correctly classif
Risk Ratio = (28/100)/ (14/200) =4

Risk Difference = 28/100-14/200 = 0.21

This illustrates the effect when all of the nonedised subjects are
correctly classified, but some of the diseasedesiibjare misclassified as
non-diseased. As you can see the risk ratio isbrested under these
circumstances, but the risk difference is. The orafr this is that
decreased sensitivity results in a proportionateesese in the cumulative
incidence in both groups, so the ratio of the twhe (risk ratio) is
unchanged. However, the groups are of unequal szehe absolute
difference between the groups (the risk differemtteds change.
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3.6.2.2 Effect of Decreased Specificity of DetectjrDiseased
Subjects

It is also possible for non-diseased subjects tmb@rectly classified as
diseased, i.e., specificity <100%. For the scenaliove, suppose that
sensitivity had been 100% (all of the truly disehsibjects were

identified), but the specificity was only 70%, j.€0% of the non-

diseased people were correctly categorised as iseaskd, but 30% of
them were incorrectly identified as diseased. kt ttase the scenario
would give a contingency table as illustrated belowWwable 21.

Table 21: Misclassification of Outcome #2

Diseased Non- Total

diseased
Exposed 58 42 100
Unexposed 74 126 200

Sensitivity = 100% (all disease cases were detgcted
Specificity = 70% (30% of non-cases incorrectlyssified)
Risk Ratio = (58/100)/ (74/200) = 1.57

Risk Difference = 58/100-74/200 = 0.58-0.37=0.21

Here, the specificity is 70% in both groups, butrthare more non-
diseased subjects in the unexposed, so the rasaltdisproportionate
increase in the apparent number of diseased sshje¢he unexposed
group, and both the risk ratio and the risk diffee are underestimated.
This is also true when the number of subjects endkposed group is
larger as illustrated in the example below. Feetsider true relationship
B:

Table 22: True Relationship B
Diseased Non-diseased Total
Exposed 40 160 200
Unexposed 10 90 100
Sensitivity = 100% (all disease cases were detgcted
Specificity = 100% (all non-cases correctly classif
Risk Ratio = (40/200)/ (10/100) =0.2/0.1 =2
Risk Difference = 40/200-10/100 = 0.20-0.10 = 0.21
In contrast, consider the next table with misclassiion of outcome, but
a larger number of exposed subjects.
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Table 23: Misclassification of Outcome #3

Diseased Non-diseased Total
Exposed 88 112 200
Unexposed 37 63 100

Sensitivity = 100% (all disease cases were detgcted
Specificity = 70% (30% of non-cases incorrectlyssified)
Risk Ratio = (88/200)/ (40/100) = 0.44/0.40 = 1.1

Risk Difference = 88/200-40/100 = 0.44-0.40= 0.04

In this example, sensitivity is again 100% and #jméty is 70%. As a
result, 0.30*160 = 48 diseased subjects in the sagbogroup are
incorrectly classified as diseased and move fromh Beto cell A.
Similarly, in the unexposed group, 0.30*90 = 27 Huliseased people are
incorrectly classified as diseased and move frolirDcéo cell C. Again,
the risk ratio and the risk difference are biasmaard the null.

SELF ASSESSED EXERCISES
Can self-selection bias occur in prospective cosiorties?
4.0 CONCLUSION

In this unit, you have learnt the meaning of Biags{emic error) in
epidemiology and importance of bias and various bipes encountered
in an epidemiology study. You were sufficiently egpd to the
implication of each type of bias mechanism of cointechnique. You
were also exposed to various methods of bias nsisifieation of
exposure and outcome in differential and non-déifeial with effect of
decreased sensitivity or specificity of detectitigpdses subject.

5.0 SUMMARY

You learnt that Bias is systemic error encounténed research study.
When listening to a presentation or reading arclarin which data is
presented to support a conclusion, one must alwaysider alternative
explanations that may threaten the validity of thenclusions.
Specifically, one needs to consider whether randamor, bias or
confounding could have undermined the conclusians tsignificant
extent. Virtually all studies have potential flawsyt carefully done
studies are designed and conducted in a way thaimisies these
problems so that they don't have any importantcefia the conclusions.
However, in other studies that are conducted ificdif circumstances
(e.g., a prospective cohort study in a homelessilatipn in which one
would expect difficulty maintaining follow-up) omipoorly designed
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studies, biases may have a major impact and prddugpe overestimates
or underestimates of the true association.

In view of this, it is always important to ask oals

1. Given the conditions of the study, could bias haseurred?

2. Is it likely that bias actually was present?

3 If there were bias, would it bias the results taidue null or away
from the null?

4, Is the magnitude of distortion likely to be smalinda
inconsequential or large?

6.0 TUTOR-MARKED ASSIGNMENT (TMA)
Explain differential misclassification in Bi&udy.

Discuss the effect of decreased sensitivity apdcificity of
detecting diseased subjects

NP
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1.0 INTRODUCTION

Confounding is a distortion of the association between an sypmand

an outcome that occurs when the study groups dififdrrespect to other
factors that influence the outcome. Unlike seletéad information bias,
which can be introduced by the investigator or Ihe tsubjects,

confounding is a type of bias that can be adjustedn the analysis,

provided that the investigators have informationtio& status of study
subjects with respect to potential confoundingdest

2.0 OBJECTIVES

By the end of this unit, you will be able to:

. explain the meaning and conditions that must besgmte for
confounding to occur
o give detail account of Magnitude and Method of Demiaing

Confounding

o identify Residual Confounding, Confounding by Iration, &
Reverse Causality

o describe how to control confounding in a study

3.0 MAIN CONTENT
3.1 What Is Confounding?

Confounding is a distortion (inaccuracy) in theireated measure of
association that occurs when the primary exposiirgerest is mixed up
with some other factor that is associated withaiieome. In the diagram
below, the primary goal is to ascertain the streefassociation between
physical inactivity and heart disease. Age is d@amding factor because
it is associated with the exposure (meaning thdéropeople are more
likely to be inactive), and it is also associatdthwhe outcome (because
older people are at greater risk of developingthdiaease).

7 406 -
e ’ g "N
hysical nacfity ==———>heart disease
Older peonle exerciss ess Ol eopl have mor
Wt roups difer i age? iskofeart diseese.

64



PHS803 MODULE 2

Figure 4. Age as a confounding factor for heart disase Source:
Naim, (2005)

In order for confounding to occur, the extraneoastdr must be

associated with both the primary exposure of istesand the disease
outcome of interest. For example, subjects wh@hysically active may

drink more fluids (e.g., water and sports drinkert inactive people, but
drinking more fluid has no effect on the risk ofahedisease, so fluid
intake isnota confounding factor here.

Fluid Intake

Physical Inactivity—2—, Coronary artery disease

Or, if the age distribution is similar in the expos groups being
compared, then age will not cause confounding.

if ages are same no confounding ,?ge

Physical Inactivity Ceronary artery disease
Older People have more risk of heart disease

3.1.1 Refining Our Understanding of Confounding

Rothman and others (2016 use a study by Stark aamteéN(2008) to

illustrate the key features of confounding. Thasihers investigated the
association between birth order and the risk of Deyndrome. The first
graph to the right shows a clear trend toward mirey prevalence of
Down syndrome with increasing birth order, or asog$ation between
increasing birth order and risk of Down syndrome.
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Affzctec Bakizs 22~ 1000 Live Biths

Birth Order

Figure 5: Association between increasing birth pded risk of Down
syndrome.

[Data and graphs adapted from Rothman K: Epidemiology: An Introduction using
data from Stark CR and Mantel N: Effects of maternal age and birth order on the risk
of mongolismand leukemia. J. Natl. Cancer Ingt. 37(5):687-98, 1966]

A 5th born child appears to have roughly a 4-falcté€ase in risk of being
born with Down syndrome. Results like this alsat@ws to think about
the mechanisms by which this occurred. Why mighthbarder cause a
greater risk of Down syndrome? Keep in mind thi #imalysis does not
consider any other "risk factors" besides birtheord

However, consider also that the order in which anen's children are
born is also linked to her age at the time of Heldts birth. When Stark
and Mantel examined the relationship between matege at birth and
risk of the child having Down syndrome, they obgerthe relationship
depicted in the bar graph below. This shows an awene striking

relationship between maternal age at birth andctfile's risk of being

born with Down syndrome.

0 Live 3irt s
LA = B I

Affarted Babves per 100
= N W &

=20 Z20-21 25-28 ao-34a AS-A% A0+
Maternal Ape

Figure 6: Relationship between maternal age alt bind the child's risk

of being born with  Down syndrome. (Source
Rothman K 1996)

Obviously, women giving birth to their fifth childre on average, older
than women giving birth to their first child. Inteir words, birth order of
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children is mixed up with maternal age when a chddborn. The
correlation between maternal age and prevalend@owi syndrome is
much stronger than the correlation with birth orderd a woman having
her 5th child is clearly older than when she gaiwthko her previous
children. In view of this, the relationship betwebirth order and
prevalence of Down syndrome is confounded by agether words, the
association between birth order and Down syndrarexaggerated by
the confounding effect of maternal age.

But is the converse also true? Is the effect ofermatl age confounded by
birth order? It is possible, but only if birth ordeeally has some

independent effect on the likelihood of Down symdey i.e. an effect

independent of the fact that birth order is linkednaternal age. Rothman
points out that a good way to sort this out isdokl at both effects

simultaneously, as in the graph below.

SHRNEGO

Cases per 1,000 lve kirths

Figure 7: Effect of birth order on maternal ageui®e:Wayne W.
LaMorte, MD, PhD, MPH Boston University School aflitic Health June
2016

In a sense this graph shows the relationshipsrhtifgtng the prevalence
of Down syndrome by both birth order and matermg. &f one focuses
on how prevalence changes within any particularennati age group
looking from side to side, it is clear that incriegsbirth order does not
correlate with the prevalence of Down syndromeothmer words, if one
"controls for maternal age," there is no evidetz birth order has any
impact. On the other hand, if one now examines gbsiin prevalence
within each of the birth order groups by lookingrfrfront to back within
a given birth order, there is clearly a marked éase in prevalence as
maternal age increases within all five levels oftborder. In other words,
even after taking birth order into account (i.entcolling for birth order)
the strong association with maternal age persists.

Based on this analysis one can conclude that #oeigion between birth
order and Down syndrome was confounded by age.diffexent birth
order groups had different age distributions, armdemmal age is clearly
associated with prevalence of Down syndrome. Assalt, the apparent
association between birth order and Down syndrdratwas seen in the
first figure was completely due to the confoundéifgct of age. On the
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other hand, the association between maternal agjdamwn syndrome
was NOT confounded by birth order, because birtteohas no impact
on the prevalence of Down syndrome, and the adsmtinetween age
and Down was not distorted by differences in binttier.

3.2 Conditions Necessary for Confounding
There are three conditions that must be presemtdiciounding to occur:

1. The confounding factor must be associated woithh the risk
factor of interest and the outcome.

2. The confounding factor must be distributed uneguathong the
groups being compared.

3. A confounder cannot be an intermediary step in thesal
pathway from the exposure of interest to the outcofinterest.

For example, it is known that modest alcohol congstimn is associated
with a decreased risk of coronary heart diseaskitambelieved that one
of the mechanisms by which alcohol causes a redisled that alcohol
raises blood levels of HDL, the so called "good lebterol." Higher
levels of HDL are known to be associated with auped risk of heart
disease. Consequently it is believed that modesthal consumption
raises HDL levels, and this, in turn, reduces cargieart disease. In a
situation like this HDL levels are not confounddrtbe association
between alcohol and heart disease, because ittisfgae mechanism by
which alcohol produces this beneficial effect. icieased HDL is a
conseqguence of alcohol consumption and part afiehanism by which
it lowers the risk of heart disease, then it isaacbnfounder.

Alcohol Consumption ) HDL Leve@ )

Heart Disease

Not surprisingly, since most diseases have mulijoletributing causes
(risk factors), there are many possible confounders

. A confounder can be anotheisk factor for the disease. For
example, in the hypothetical cohort study testimg association
between exercise and heart disease, age is a calgiobecause it
is a risk factor for heart disease.

i, Similarly, a confounder can also bepeeventive factor for the
disease. If those people who exercised regularhe were likely
to take aspirin, and aspirin reduces the risk aifrthdisease, then
aspirin use would be a confounding factor that wotgdnd to
exaggerate the benefit of exercise.
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i A confounder can also besarrogate or a marker for some other
cause of disease. For example, socioeconomic stasysbe a
confounder in this example because lower socioenimstatus is
a marker for a complex set of poorly understoodiscthat seem
to carry a higher risk of heart disease.

Figure 8: Confounding effects of socioeconomic uatSource Shah
2005)

As a result, there may beanypossible confounding factors that could
influence an association. For example, in lookingthee association
between exercise and heart disease, other possibfeunders might
include age, diet, smoking status and a varietgtbér risk factors that
might be unevenly distributed between the grougsgoeompared.

Aside from their physical inactivity, sedentary gdis may be more
likely to smoke, to have high blood pressure antheties, and to consume
diets with a higher fat content; all of these fagtawould tend to increase
the risk of coronary heart disease. On the othied hsubjects who go to
a gymregularly (active) may be more likely to b&les and perhaps more
likely to have a family history of heart disease,,ifactors that might
increase the risk of active subjects. ConsequetiiBre may be many
confounders that can distort the estimate of aatoai in one direction
or another.
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Table 24: Confounders and their percentage effects

Active Sedentary
Age (years) 46+1.4 59+15
Dietary Fat (%) 29+5.0 42+7.0
Current Smokers 5% 24%
Hypertension 8% 17%
Diabetes 2% 9%
Family History of Heart 25% 5%
Disease
Males 60% 40%

1. Identifying Confounding

a. A simple, direct way to determine whether a givesk factor
caused confounding is to compare the estimated uneasf
association before and after adjusting for confanodin other
words, compute the measure of association bothréefiod after
adjusting for a potential confounding factor. Ilfetldifference
between the two measures of association is 10%ave,nthen
confounding was present. If it is less than 10%ntthere was
little, if any, confounding. How to do this will baddressed in
greater detail below.

b. Other investigators will determine whether a pdent
confounding variable is associated with the expmsfrinterest
and whether it is associated with the outcome tafrést. If there
is a clinically meaningful relationship between tagiable and the
risk factor and between the variable and the outc@magardless
of whether that relationship reaches statisticghi§icance), the
variable is regarded as a confounder.

C. Still other investigators perform formal tests ofpbthesis to
assess whether the variable is associated withexpesure of
interest and with the outcome.

3.3  Quantified Magnitude of Confounding
The magnitude confounding

The magnitude confounding can be quantified by aging the
percentage difference between the crude and adjostasures of effect.
There are two slightly different methods that irtiggors use to compute
this, as illustrated below.

Percent difference is calculated by calculatingdifference between the
starting value and ending value and then dividimnig by the starting
value. Many investigators consider the crude meastiassociation to
be the "starting value".
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Method Favoured by Biostatisticians
Magnitude of confounding = RRde- RRadjusted

DD
RTerude

Other investigators consider the adjusted meadwrssociation to be the
starting value, because it is less confounded tharcrude measure of
association.
Method Favoured by Epidemiologists
tdagrdinde of confoumnding = ﬁ%@f@uﬁ%@ﬁ%

BRpigustet
While the two methods above differ slightly, thegngrally produce
similar results and provide a reasonable way ofssag the magnitude
of confounding. Note also that confounding can bgative or positive
in value.

3.4 Residual Confounding, Confounding by Indicatio, &
Reverse Causality

3.4.1 Residual Confounding

Residual confounding is the distortion that remaifier controlling for
confounding in the design and/or analysis of a\studere are three
causes of residual confounding:

1. There were additional confounding factors that weret
considered, or there was no attempt to adjustifemt because
data on these factors was not collected.

2. Control of confounding was not tight enough. Foarmyle, a
study of the association between physical actigitgd age might
control for confounding by age by a) restrictinge tistudy
population to subject between the ages of 30-80)anatching
subjects by age within 20 year categories. In eithent there
might be persistent differences in age among tleipg being
compared. Residual differences in confounding migst occur
in a randomised clinical trial if the sample sizasansmall. In a
stratified analysis or in a regression analysisreheould be
residual confounding because data on confoundinigbla was
not precise enough, e.g., age was simply classif&etyoung" or
"old".

3. There were many errors in the classification of jectis with
respect to confounding variables.

3.4.2 Confounding by Indication

Confounding by indication is a special type of aanfding that can occur
in observational (non-experimental) pharmaco-epidigic studies of
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the effects and side effects of drugs. This typeoofounding arises from
the fact that individuals who are prescribed a i&tithn or who take a
given medication are inherently different from thagho do not take the
drug, because they are taking the drug for a reasonmedical
terminology, such individuals have an "indicatidol use of the drug.
Even if the study population consists of subjedth the same disease,
e.g., osteoarthritis, they may differ in the setyeof their disease and may
therefore differ in the need for medication. Asaranl and Sead2018)
give the example of studies of the association betwantidepressant
drug use and infertility. The use of antidepressaetications may
appear to be associated with an increased riskfeftility. However,
depression itself is a known risk factor for inilist. As a result, there
would appear to be an association between antisiegmes and infertility.
One way of dealing with this is to study the asaton in subjects who
are receiving different treatments for the same edyihg disease
condition. A variation on this might be dubbedorifounding by
contraindication." For example, in the case-control study by Peeneg
and Whelton (2005) examining the association beatwa®algesic drug
use and kidney failure the authors compared priaigesic use between
patients receiving kidney dialysis and populationteols without known
kidney disease. Suppose that patients on dialysmisdeen advised to
avoid taking aspirin because of its effects on Blottting; they may
have been advised to take acetaminophen (Tylemst@ad). If the group
of dialysis cases included a number of people vatbldeen on long-term
dialysis, this would result in a decreased freqyenfcaspirin use and
increased use of Tylenol in the case group. Assaltrean association
with aspirin would be underestimated, while an aisgimn with Tylenol
would be overestimated.

3.4.3 Reverse Causality

Reverse causality occurs when the probability efdbtcome is causally
related to the exposure being studied. For examPldld feeding
recommendations of the World Health Organisationcluide
breastfeeding for two years or more, because ofeaie that breast fed
children have a reduced risk of infectious agentsaxe less likely to die.
However, some studies have produced conflictingceors. One
possibility is that in communities with very poaspources the children
who are at greatest risk and perhaps have thedeasss to other food
sources are more likely to be breast fed for astléao years. A
comparison of growth and development between tbigidgren and more
advantaged children would likely find less progrésshe breast fed
group. (See "Association of Breastfeeding and 8tgnin Peruvian
Toddlers: An Example of Reverse Causality" by MaoB@S, et al.:
International Journal of Epidemiology 1997; 26: 3396.
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The case-control study by Perneger and Whelton5Rftay also have

been affected by reverse causality. Diabetes éadihg cause of renal
failure in the US, and chronic diabetes is assediatith a number of

other health problems such as cardiovascular diseasd infections that
could result in a greater use of analgesics. Ifledialysis cases whose
renal failure resulted from diabetes might havestaknore analgesics
because of their diabetes. Nevertheless, it wqubear that analgesic use
was associated with an increased risk of renalifaitather than vice

versa.

Diabetes

Infections Surgery Vascular Renal
Disease Failure
an®® L 4

e
— -
-

Figure 9: Associated between analgesic use anicageised risk of renal
failure: (Source Whelton 2005)

3.5 Control of Confounding in Study Design

3.5.1 Restriction

One of the conditions necessary for confoundingpdour is that the
confounding factor must be distributed unequallpagithe groups being
compared. Consequently, one of the strategies gmglfor avoiding

confounding is to restrict admission into the sttmiya group of subjects
who have the same levels of the confounding fackmsexample, in the
hypothetical study looking at the association benwphysical activity
and heart disease, suppose that age and gendertheerenly two

confounders of concern. If so, confounding by thfastors could have
been avoided by making sure that all subjects weakes between the
ages of 40-50. This will ensure that the age distions are similar in the
groups being compared, so that confounding wiliii@mised.

This approach to controlling confounding is simpted effective, but it
has several limitations:

i. It reduces the number of subjects who are eligiblay cause
sample size problem).

i Residual confounding can occur if you don't restriarrowly
enough. For example, in the study on exercise @adt llisease,
the investigators might have restricted the stwdsnén aged 40-
65. However, the age-related risk of heart disestgk varies
widely within this range as do levels of physicetiizty.
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ii. You can't evaluate the effects of factors that Haeen restricted
for. For example, if the study is limited to meredgt5-50, you
can't use this study to examine the effects of germt age
(because these factors don't vary within your sejnpl

iv. Restriction limits generalisability. For examplieyou restrict the
study to men, you may not be able to generalisdititings to
women.

3.5.2 Matching

Instead of restriction, one could also ensurettiastudy groups do not
differ with respect to possible confounders suctags and gender by
matching the two comparison groups. For examplegferyactivemale
between the ages of 40-50, we could find and emmlhactive male
between the ages of 40-50. In this way, the grevgare comparing can
artificially be made similar with respect to thdaetors, so they cannot
confound the relationship. This method actuallyiess the investigators
to control confounding in both the design and asialphases of the
study, because the analysis of matched study grdiffiess from that of
unmatched studies. Like restriction, this apprdactraightforward, and
it can be effective. However, it has the followitigadvantages:

. It can be time-consuming and expensive.

i, It limits sample size.

ii. You can't evaluate the effect of the factors yat frou matched
for.

Nevertheless, matching is useful in the followangumstances:

i. When one needs to control for complex, multifacetadables
(e.g., heredity, environmental factors)

i, When doing a case-control study in which therenaaiay possible
controls, but a smaller number of cases (e.g.nfafiching in the
study examining the association between DES anishabgcancer)

3.5.3 Randomisation in Clinical Trials

You previously studied randomisation in the onlimedule on Clinical
Trials. Given the more detailed discussion in thisrent module of the
conditions necessary for confounding to occuthittdd be obvious why
randomisation is such a powerful method to comgrevent confounding.
If a large number of subjects are allocated tottneat groups by a
random method that gives an equal chance of beirgny treatment
group, then it is likely that the groups will hasieilar distributions of
age, gender, behaviours, and virtually all otheovm and as yet
unknown possible confounding factors. Moreover, ithestigators can
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get a sense of whether randomisation has succlysstuéated
comparability among the groups by comparing themsdine
characteristics.

3.5.4 Control of Confounding in the Analysis - Statified Analysis

One way of identifying confounding is to examinee thprimary
association of interest at different levels of tgptial confounding factor.
The side by side tables below examine the relatipnisetween obesity
and incident CVD in persons less than 50 yeargefand in persons 50
years of age and older, separately.

Table 25: Obesity and Incident of Cardiovascular Déeases by Age
Group

Age <50 Age 50
CVD No Total CVD No Total
CVD CVD
Obese 10 90 100 Obese 36 164 200
Not 35 465 500 Not 25 175 200
Obese Obese
Total 45 555 600 Total 61 339 400

The stratum-specific risk ratios are as follows:

« Among those &0, the risk ratio is:
RR =10/100

35/500
=0.10/0.07 =1.43
« Among those> 50, the risk ratio is:
RR = 36/200
25/200
=0.18/0.125 =1.44
Recall that the risk ratio for the total, combirssinple was RR = 1.79;
this is sometimes referred to as the "crude" measdirassociation,
because it is not adjusted for potential confougdictors. The risk ratios
for the age-stratified analysis are similar (RR 3l and 1.44,
respectively), but less than the crude risk raftus indicates that there
was confounding by age in the overall sample. Wethat obese subjects
were more likely to be 50 and older, and we alswotbet those over age

50 had a greater risk of CVD. As a result, the eruahalysis
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overestimated the true association between ob§siy se) and CVD,
because of the greater proportion of older subjact®ng the obese

group.

Several things are noteworthy in this example.tFifyou compare the
cumulative incidence in young versus old activgeats, you can see that
older subjects had a higher risk of CVD than yoursydjects; this was
true for both obese and non-obese subjects. Thetefge and CVD (the
outcome of interest) are associated. In additidnesity was more
common in older subjects, meaning that age anditgbe&re also
associated. Finally, there is no reason to thiak dige is an intermediary
variable in the causal chain between obesity an® Chherefore, these
observations satisfy all three of the requiremémta confounder.

Comparing the crude and stratum-specific measuressociation is a
very practical way to determine whether confoundingresent and how
bad itis. You calculate an overall crude (unadjdstelative risk (or odds
ratio) and compare it to the stratum-specific ire¢atisks (or odds ratios).
If the stratum-specific measures of associationsarglar to the crude
measure of association, then there is no confogrioynthat factor, and
you can just use the crude measure of associatomever, if the
stratified estimates of association differ from thadjusted estimate by
10% or more, then there is evidence of confounding.

3.5.4.1The Cochran-Mantel-Haenszel Method

In the example above we saw that the relationshtpéen obesity and
CVD was confounded by age. When the data was ppibkobeared that
the risk ratio for the association between obeaitd CVD was 1.79.

However, when we stratified the analysis into thage <50 and those
age 50+, we saw that both groups had a risk rdtiabout 1.43. The

distortion was due to the fact that obese indivisiianded to be older,
and older age is a risk factor for CVD. Consequeitlthe analysis using
the combined data set, the obese group had thedduldgelen of an

additional risk factor.

The Cochran-Mantel-Haenszel method is a technibaedenerates an
estimate of an association between an exposureaarmlitcome after
adjusting for or taking into account confoundingeTmethod is used with
a dichotomous outcome variable and a dichotomosis factor. We
stratify the data into two or more levels of thefomunding factor (as we
did in the example above). In essence, we creatgias of two-by-two
tables showing the association between the rigkfand outcome at two
or more levels of the confounding factor, and wantbompute a weighted
average of the risk ratios or odds ratios acrosssthata (i.e., across
subgroups or levels of the confounder).
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3.5.4.2Data Layout for Cochran-Mantel-Haenszel Eghates

Before computing a Cochran-Mantel-Haenszel Estipiaie important
to have a standard layout for the two by two tablesach stratum. We
will use the general format depicted here:

Tables 26: Data Layout for Cochran-Mantel-HaenszeEstimates

Outcome Outcome Absent Total
Present
Risk Factor A B at+b
Present
(Exposed)
Risk Factor C D c+d
Absent
(Unexposed)
a+c b+d N

Using the notation in this table estimates fors& ratio or an odds ratio
would be computed as follows:

« Risk Ratio: RR= a/(atb)
c/(c+d)

« Odds Ratio: OR = a/b= ad
. c/d bc

3.5.4.3Cochran-Mantel-Haenszel Equations

To explore and adjust for confounding, we can usteaified analysis in
which we set up a series of two-by-two tables, toreeach stratum
(category) of the confounding variable. Having dahat, we can
compute a weighted average of the estimates ofiskeratios or odds
ratios across the strata. The weighted averageide®a measure of
association that is adjusted for confounding. Tleéghted averages for
risk ratios and odds ratios are computed as fotlows

i. Cochran-Mantel-Haenszel Estimate for a Risk Rab

Xai(ci+di)
N
RRcm h

Ya(ci+di)

N
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ii. Cochran-Mantel-Haenszel Estimate for an Odds R@o
Zad

ORcmi= I
big

n

(=)

Where a h, 6, and dare the numbers of participants in the cells ef th
two-by-two table in the # stratum of the confounding variable, and n
represents the number of participants in thstiatum.

To illustrate the computations, we can use the iptsv example
examining the association between obesity and Guigh we stratified
into two categories: those with age <50 and thoke were>50 at
baseline:

Table 27: Obesity and Incidence of Cardiovascular Beases by Age
Group

Age <50 Age> 50
CVD No Total CVD No Total
CVD CVD
Obese 10 90 100 Obese 36 164 200
Not 35 465 500 Not 25 175 200
Obese Obese
Total 45 555 600 Total 61 339 400
i. Among those 50, the risk ratio is:
RR =10/100
35/500
= 1.43
ii. Among those> 50, the risk ratio is:
RR = 36/200
25/200
= 144

From the stratified data we can also compute theh@m-Mantel-

Haenszel estimate for the risk ratio as follows:

Using above formula the answer will be equal ta/RRB.33+18.00 =1.44
5.83+12.50

If we chose to, we could also use the same data ssmpute &rude

odds ratio (crude OR = 1.93) and we could also compstratum-

specific odds ratiosas follows:

i. Among those50, the risk ratio is:
OR =4650=1.48
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3150

il. Among those> 50, the risk ratio is:
OR=alc=_ad = 36()175 = 6300 =1.54
b/d bc  164(25) 4100
And, using the same data we could also computEtuaran-Mantel-

Haenszel estimate for the odds ratias follows:
ORini= 775+15.75=1.52
5.25+10.25

The Cochran-Mantel-Haenszel method produces a ssirgiimmary
measure of association which provides a weightextaaye of the risk
ratio or odds ratio across the different stratahef confounding factor.
Notice that the adjusted relative risk and adjusidds ratio, 1.44 and
1.52, are not equal to the unadjusted or crudéveldsk and odds ratio,
1.78 and 1.93. The adjustment for age producesates of the relative
risk and odds ratio that are much closer to thetstn-specific estimates
(the adjusted estimates are weighted averageseoftthtum-specific
estimates).

3.5.4.4 Cochran-Mantel-Haenszel for Incidence Rates

Note that there is also a Cochran-Mantel-Haensp@&tion which can be
used when dealing with incidence rates in prospedtudies in which
incidence rates are computed.

The general format is depicted here:

Table 28: Cochran-Mantel-Haenszel for Incidence Ras

Outcome Person-Time
Present

Risk Factor Present

(Exposed) A PTe

Risk Factor Absent

(Unexposed) C PTo

Total PTr

Using the notation in this table estimates forranidence rate ratio would
be computed as follows:
Yai(PTO)
PTi
Pooled Rate Ratio=

>ci(PTei)
PTm
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Where for each stratum;=anumber of exposed cases, ci=number of
unexposed cases, PTei and PTOi are the personftimexposed and
unexposed groups respectively, and;RJ the total person-time in each
stratum.

3.5.4.5 More Than Two Sub-strata

In the examples above we used just two levels brssiata or of the
confounding variable, but one can use more thansiwmbstrata. This is
particularly important when using stratification teontrol for
confounding by a continuously distributed varialllee age. In the
example above looking at the relationship betwdsesity and CVD we
stratified the analysis by age, looking at thetieteship in subjects <50
years and those who were 50+. However, subjecty/eafs are likely to
vary substantially with respect to BMI and rate€£MD; the same is true
for subjects of age 50+. By stratifying into justbroad age groups, we
would likely have a problem with residuebnfounding. To deal with
this, we could stratify by age at 5-year intervals.

Crude Analysis CcvD
“+
Obesity +
Stratified Analysis
Age Groups: 35-39 40-44 45-49 50-54 55-59 60-64
CcvD CcvD CcvD CcVvD CcVvD CcvVvD
+ - + - + - - - + - + -
Obesity +

Figure 10: More Than Two Sub-strata by age; SoQmehran-Mantel-
Haenszel 2016

3.5.4.6 Stratification to Control for Two or More Factors
In looking at the relationship between exercise lagatt disease we were
also concerned about confounding by other fackush as gender and

the presence of a family history of heart diseéi¢e.could also stratify
by these factors to see if they were confoundedgaiadjust for them.
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cVvD
+ =
— EE
Family History Family History
of Heart Disease Negative
Males Females Males Females

CcVvD CcvD CcVvD CcVvD
+ - + - + - + -
o EE BE Bﬂ BE

Figure 26: Stratification to Control for gender and family history:
Source Cochran-Mantel-Haenszel 2016

3.5.4.7 Limitations of Stratified Analysis

A stratified analysis is easy to do and gives ydaidy good picture of
what's going on. However, a major disadvantageratification is its
inability to control simultaneously for multiple efounding variables.
For example, you might decide to control for gen8devels of smoking
exposure, 4 levels of age, and 4 levels of BMI.sTlwbuld require 96
separate strata to control for all of these vaealsimultaneously, and as
you increase the number of strata, you keep winttiway at the number
of people in each stratum, so sample size becommegax problem, since
many of the strata will contain few or no people.

Stratify by:

* gender

* age (5 categories)

* smoking status (never, former, current)

=
maleAfﬂmales
5 ages EE 5 ages EE

30 different sub-stratal!!

Figure 27: Stratification by gender, age and snmpldtatus: (Source
Cochran-Mantel-Haenszel 2016)

3.6 Effect Measure Modification

The term Effect Measure Modification (EMM) is apalito situations in
which the magnitude of the effect of an exposureintérest differs
depending on the level of a third variable. Reggtedrome is a rare, but
severe condition characterised by the sudden dewwlot of brain
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damage and liver dysfunction after a viral illnéBse syndrome is most
commonly seen in children between the ages of 4hd have been
treated with aspirin while recovering from a viilldess, most commonly
chickenpox or influenza. Fortunately, Reye's syntrdas become very
uncommon since aspirin is no longer recommendeddotine use in
children. While Reye's syndrome can occur in adlitlts distinctly more
common in children. Thus, the effect of aspirinatreent for a viral
illness is very clearly modified by age.

In this situation, computing an overall estimate adsociation is
misleading. One common way of dealing with effeatdification is
examine the association separately for each Iéthedhird variable. For
example, if one were to calculate the odds ratiothe association
between aspirin treatment during a viral infectaord development of
Reye's syndrome, the odds ratio would be substigrgizater in children
than in adults. As another example, suppose acaliiial is conducted
and the drug is shown to result in a statisticalnificant reduction in
total cholesterol. However, suppose that with aleseutiny of the data,
the investigators find that the drug is only effeetin subjects with a
specific genetic marker and that there is no effegptersons who do not
possess the marker. The effect of the treatmatifferent depending on
the presence or absence of the genetic markeristdaisexample of effect
modification or "statistical interaction".

3.6.1 Effect Modification with a Continuous Outcone: Evaluation
of a Drug to Increase HDL Cholesterol

Consider the following clinical trial conducteddwaluate the efficacy of
a new drug to increase HDL cholesterol (the "godddlesterol). One

hundred patients are enrolled in the trial and camded to receive either
the new drug or a placebo. Background charactesigg.g., age, sex,
educational level, income) and clinical charactiss (e.g., height,

weight, blood pressure, total and HDL cholesteegkls) are measured
at baseline, and they are found to be comparalilecitwo comparison
groups. Subjects are instructed to take the assigmedication for 8

weeks; at which time their HDL cholesterol is measluagain. The

results are shown in the Table 29 below.

Table 29: Evaluation of a Drug to Increase HDL Chaodsterol

Sample Mean Standard Deviation of
Size HDL HDL

New 50 40.16 4.46

Drug

Placebo 50 39.21 3.91
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On average, the mean HDL levels are 0.95 unitsenigthpatients treated
with the new medication. A two-sample test to compaean HDL levels
between treatments has a test statistic of Z =3-Mhich is not
statistically significant ak=0.05.

Based on their preliminary studies, the investigatbad expected a
statistically significant increase in HDL cholestiein the group treated
with the new drug, and they wondered whether anatliéable might be

masking the effect of the treatment. Other stula, if fact, suggested
that the effectiveness of a similar drug was difgrin men and women.
In this study, there are 19 men and 81 women. Tableelow shows the
number and percent of men assigned to each treatmen

Table 30: number and percent of men assigned to datreatment

Sample Size Number of Men (%)
New Drug 50 0 (20%)
Placebo 50 9 (18%)

There is no meaningful difference in the proposiafi men assigned to
receive the new drug or the placebo, so sex chmatconfounder here,
since it does not differ in the treatment groupswidver, when the data
are stratified by sex, they find the following:
Table 31: Stratification by sex
WOMEN Sample Mean Standard

Size HDL Deviation of
HDL
New Drug 40 38.88 3.97
Placebo 41 39.24 4.21
MEN Sample  Mean Standard
Size HDL Deviation of
HDL
New Drug 10 45.25 1.89
Placebo 9 39.06 2.22

On average, the mean HDL levels are very simil&neiated and untreated
women, but the mean HDL levels are 6.19 units highenen treated
with the new drug. This is an example of effect ification by sex, i.e.,
the effect of the drug on HDL cholesterol is diffiet for men and women.
In this case there is no apparent effect in worbahthere appears to be
a moderately large effect in men. (Note, howevet the comparison in
men is based on a very small sample size, so ifiegahce should be
interpreted cautiously, since it could be the res@ilrandom error or
confounding.
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When there is effect modification, analysis of fhmoled data can be
misleading. In this example, the pooled data (nmehveomen combined),
shows no effect of treatment. Because there isteffiedification by sex,
it is important to look at the differences in HD&vels among men and
women, considered separately. In stratified analysbowever,
investigators must be careful to ensure that thepfasize is adequate to
provide a meaningful analysis.

3.6.2 Effect Modification with a Dichotomous Outceme

Consider the following hypothetical study comparihgspitalization
after a motor vehicle collision for male and fematevers.

Table 32: Crude Data

Hospitalised Not Total
Hospitalized
Male 1330 7018 8348
Female 798 6400 7198

Crude risk ratio=1.44
Age-Stratified: Age <40

Table 32: Age-Stratified: Age <40

Hospitalised Not Total
Hospitalized
Male 966 3146 4112
Female 460 3000 3450

Stratum-specific risk ratio=1.80
Table 33: Age-Stratified: >40

Hospitalised Not Total
Hospitalised
Male 364 3872 4236
Female 348 3400 3748

Stratum-specific risk ratio=0.93

In this case, the crude analysis suggests an asisocbetween male
gender and frequency of hospitalisation for motehigle collisions.
However, if we stratify this by age, we see a gjrassociation with male
gender in subjects <40 years old, but no assoanidtiosubjects 50+.
Perhaps males <40 years old driver more recklassly their female
counterparts, but after age 40 driving aggressiecolnes similar in
males and females.

Another good example of effect modification is st skin cancers. It
is well established that excessive exposure to tdatiation increases
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one's risk of skin cancer. However, the risk of iduced skin cancer is
1,000 times greater in people with xeroderma pigosuim. This is a rate
hereditary defect (autosomal recessive) in the miezgystem that repairs
UV-induced damage to DNA. It is characterised bytphensitivity,
pigmentary changes, premature skin aging, and Igréatreased
susceptibility to malignant tumor development.

If effect modification is present, it NOT appropriate to use Mantel-
Haenszel methods to combine the stratum-specificasores of

association into a single pooled measurement. Effedification is a

biological phenomenon that should be describethestratum-specific
estimates should be reported separately. In canttasfounding is a

distortion of the true association caused by araiatice of some other
risk factor.

. If there is only confounding: The stratum-specific measures of
association will beimilarto one another, but they will be different
from the overall crude estimate by 10% or morehls situation,
one can use Mantel-Haenszel methods to calculapmaded
estimate (RR or OR) and p-value.

i, If there is neither confounding nor effect modificdion: The
crude estimate of association and the stratum-ipexstimates
will be similar. They don't have to be identicaist similar.

ii. If there is only effect modification: The stratum-specific
estimates will differ from one another significantWhether they
are "significantly different” can be tested by @sinchi-square test
of homogeneity, as described in the Aschengrau &g8e

textbook.

iv. If there is both effect modification and confoundiry: Here, you
need to consider two possibilities:

1) If the stratum-specific estimates differ fromecanother, and they

are both less than the crude estimate or if theypath greater than
the crude estimate, then there is both confoundind effect
modification.

2) If the stratum-specific estimates differ fromeoanother, and the
crude estimate igetweerthe two stratum-specific estimates, then
you need to pool the stratum-specific estimateigh(e Mantel-
Haenszel equation) to determine whether the poedtisnate is
more than 10% different from the crude estimate.

Note that in this situation you are_only pooling thtratum-specific
estimates in order to make a decision about whetbafounding is
present; you shouldot report the pooled estimate as an "adjusted"
measure of association if there is effect modifarat
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3.6.3 Statistical Interaction versus Biological Iteraction

While the discussion above provides a standardriggisn of effect
modification, but on closer scrutiny the concepefiéct modification is
more complicated than this. Consider the figureWwegladapted from KJ
Rothman: Epidemiology - An Introduction, Oxford Waisity Press,
2002.) We see two scenarios in which incidencesrateexposed and
unexposed individuals are assessed at differerst &pe ratio and rate
difference are both measures of effect, but depgndn which we use,
our conclusions about effect modification differ.

= RR decreasing * RR constant
- RD constant - RD decreasing

15.0 15.0
12.6 12.8

1] =
£ 100 & 10.0 Exposed
g s Exposed 8 75
@ @
= 50 = 50
o o
£ 25 Unexposed £ 25 m
o o
o 15 30 45 60 75 0 15 30 45 60 75
Age Age

Figure 28 Statistical Interaction versus Biological Interaati
(Source: Rothman, 2002)

In the first scenario the rate difference remainsistant across the
spectrum of age, suggesting no effective modificatHowever, the rate
ratio decreases with increasing age (RR=3 at agRR51.5 at age 75).
In the second scenario the rate ratio remainsivelgtconstant, but the
rate difference increases with age. Our conclusigrarding whether or
not there is effect modification will depend on ahimeasure of effect
we use.

Consider also the hypothetical data on the riskiad cancer in smokers
and non-smokers, both with and without exposureagbestos (also
adapted from Rothman).

Table 34: Hypothetical 1-Year Risk of Lung Cancer gr 100,000

Without Asbestos  With Asbestos
Exposure
Smokers 5 50
Non-smokers 1 10

First consider the effect of asbestos on the risloeiated with smoking.
The risk ratio is 5 both with and without asbestgposure, suggesting
no effect modification. However, the risk differené per 100,000
without asbestosis and 40 per 100,000 with ashestoposure. This

86



PHS803 MODULE 2

effect measure is clearly modified by asbestos.céfealso look at the
effect of smoking on the risk associated with agisesThe risk ratio for
asbestos exposure compared to no asbestos expestfe in both
smokers and non-smokers, suggesting an absenffedfraodification.
However, the risk difference is 45 per 100,000 lme tpresence of
smoking, but only 9 per 100,000 in the absencenafking. Thus, the risk
ratios suggest no effect modification, but the rikerences suggest
substantial effect modification.

Rothman (2002) argues that this ambiguity regardiffgct measure
modification and statistical interaction makesntportant to make a
distinction between statistical interaction (whigh ambiguous) and
biological interaction (which is not ambiguous;ist either present or
absent.) Biological interaction between two causmsirs if the effect of
one is dependent on the presence of the otheexammple, exposure to
the measles virus is a component cause of develapaasles, but it is
dependent on another factor, i.e., the immune stafuthe exposed
individual. Someone who is immune because of vatidn or having
already had measles will not experience any effech exposure to the
measles virus. A discussion of the methods for onég biological
interaction is beyond the scope of this module.sEwho are interested
should refer to the discussion in Rothman's excetkxt.

SELF ASSESSED EXERCISE

The director of the surgical trauma service at Bodtledical Center
suspected that elderly drivers (age 70+) had inatéiy poor outcomes
compared to younger drivers after being in a mathicle collision
(MVC). His research hypothesis was tested using ffaim the Boston
Medical Center Trauma registry and data from théddal Trauma Data
Bank.

1. Are there any factors that might confound the dation between
being an elderly driver and the risk of death adtenotor vehicle
collision? If so, what factors would you considel@w would you
deal with these potential confounders?

2. The figure below summarises some of the data obddfirom the
Boston Medical Center Trauma registry. The uppetingency
table shows deaths among the 74 elderly driverpitadised after
an MVC and the 960 younger drivers who had beepitased
after an MVC. The lower two tables summarise thdifigs after
stratifying based on whether the drivers had theefieof safety
devices (seat belt buckled and/or air bag in tHecke Do these
findings suggest the presence of effect modific&tidvhy or why
not?
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Table 35: Crude Analysis

Died Lived Total
Age>70 13 61 74
Age<70 25 935 960

Table 36: Stratified by Use of a Safety RestraintUnrestrained (no
seatbelt or air bag)
Died Lived Total
Age>70 8 16 24
Age<70 13 359 372

Table 37: Restrained with Seatbelt, Air bag, or Bdt
Died Lived Total

Age=70 5 45 50

Age<70 12 576 588

40 CONCLUSION

In the unit you have learn detail on confoundingagsrm of bias, you

also know and learn how it can be introduce inumstwhen there is

distortion of the association between an exposoteam outcome that
occurs when the study groups differ with respecbttrer factors that
influence the outcome. In the unit you learnt howain be adjusted can
be adjusted for in the analysis, provided that itheestigators have
information on the status of study subjects witepect to potential

confounding factors.

50 SUMMARY

Confounding is a distortion (inaccuracy) in theireated measure of
association that occurs when the primary exposiirgerest is mixed up
with some other factor that is associated withdbteome. For example,
in heart disease in an elderly person. Age, isdotmding factor because
it is associated with the exposure (meaning thdéropeople are more
likely to be inactive), and it is also associatdthwhe outcome (because
older people are at greater risk of developing the@ease). Three
conditions that must be present for confounding¢our include the
confounding factor must be associated wibth the risk factor of interest
and the outcome. The confounding factor must biildiged unequally
among the groups being compared and A confoundenotabe an
intermediary step in the causal pathway from thgosxre of interest to
the outcome of interest.

6.0 TUTOR-MARKED ASSIGNMENT (TMA)

1. List three conditions necessary for a confongdo take place in
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a study.

How will you measure the magnitude of confoug@i
Write a short note on the following

e Residual Confounding

e Confounding by Indicator

e Reversal Causality

w N
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1.0 INTRODUCTION

A principal role in epidemiology is to compare tiheidence of disease
or mortality between two or more populations. Hoarethe comparison
of crude mortality or morbidity rates is often neiatiing because the
populations being compared may differ significantiith respect to

certain underlying characteristics, such as ageerrthat will affect the

overall rate of morbidity or mortality. For exampbge is an important
determinant of mortality. An older population wilhve a higher overall
mortality rate than a younger population. As a ltesariations in age

will complicate any comparison between two or mpopulations that

have different age structures. To understand hoangparison of crude
rates can be affected by differing population dsitions, it should be

recognised that a crude overall rate is simply mkted average of the
individual category specific rates, with the weigbeing the proportion
of the population in each category.

As evident, crude rates are indifferent to differemthat usually exist by
age, sex, race, or some category of pre-existisgadie conditions
(confounding factors/variable). Crude rates frorfiedént populations
cannot be meaningfully compared. Adjustment fancttrral differences
is necessary. But adjusted rates must not be mistak real. They are
fictional figures used to make valid summary conygaars between two
or more groups possessing dissimilar age or othectsral distribution
and exposure characteristics such as age, sex, irmme, smoking
status, diet, and indeed exposure to various @stofs of diseases.
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Adjusted rates are standardised summary figures fi@fined population
by which statistical procedures are carried outetmove the effect of
differences in composition of various populatiobus permitting
unbiased comparison. Adjustments of rates areethoit to control or
neutralise the influence of socio-demographic,&@&tonomic, and other
exposure or susceptibility variables that are knotenbe strongly
associated with the risk of diseases or other haditus outcome. Such
rates are relative and their absolute magnitudecnttp on standard
population chosen.

2.0 OBJECTIVES

By the end of this unit, you will be able to:

. Identify direct standardisation
. describe indirect standardisation
. issues in the use of standardisation

3.0 MAIN CONTENT
3.1 Definition of Standardisation

This unit introduces you to standardisation, a méttor overcoming the

effect of confounding variables in epidemiologicasearch. Most

commonly, standardisation is used to control foe.aghere are two

methods of standardisation, direct and indirect| lhoth are explained

here. The resource in the unit covers methodsaofisirdisation and issue
in their use.

3.2 Presentation of Category Specific Rates

One method of overcoming the effects of confoundiagables such as
age is to simply present and compare the age speaits. While this
allows for a more comprehensive comparison of rligrtar morbidity
rates between two or more populations, as the nuoftstratum specific
rates being compared increases, the volume oftddtg examined may
become unmanageable. It is, therefore, more useitdmbine category
specific rates into a single summary rate thatbeen adjusted to take
into account its age structure or other confoundiagtor. This is
achieved by using the methods of standardisation

33 Methods of Standardisation

There are two methods of standardisation commonggedu in
epidemiological studies, and these are charactetise whether the
standard used is a population distribut{direct method) or a set of
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specific rategindirect method). Both direct and indirect standardisation
involves the calculation of numbers of expectednevde.g. deaths),
which are compared to the number of observed events
Age is a factor that is frequently adjusted for épidemiological
investigations, particularly in comparative moittatitudies, since the age
structure of a population will greatly affect thepulation's overall
mortality. To illustrate the methods of both direand indirect
standardisation, the age specific mortality rates tfvo hypothetical
populations are compared below.

3.3.1 Direct Method of Standardisation

Table 1 presents crude mortality data for two higptital populations
(countries A and B). The overall crude mortalitiera higher for country
A (10.5 deaths per 1,000 person years) comparddbwiintry B (7 deaths
per 1,000 person years), despite the age-specifitality rates being
higher among all age-groups in country B.

Table 38: Crude mortality rates stratified by age 6r two hypothetical
populations

Country B
Country A
Age Noof Populati Rat Age Noof Populati Rat
Grou Death on e Grou Deat on e
p per p h per
1,00 1,00
0 0
0-29 7,000 6,000,00 1.5 0-29 6,300 120,000 4.2
0
30- 20,,00 2,500,00 39 30- 3,00 550,000 55
59 0 0 59 0
60+ 120,00 5,500,00 48 60+ 6,000 1,500,00 50
0 0
Total 147,00 14,000,0 105 Total 12,30 5,170,00 7.0
0 00 0 0

Table 39 shows the direct method of standardisatimaiculation of the
number of expected deaths for countries A and Biegpo a standard
population. (Here the rate is divided back by 1@D@ive the basic rate;
e.g. 1.2 becomes 0.0012 for the purposes of tmaufiay).

Table 39Direct method of standardisation

Country A Country E

Expected deaths Expected deaths
0-29 0,0012x100,000=120  0.0042x100,000=420
30-59 0.0036x65,000=234 0.0055x65,000=357.5
60+ 0.048 x20,000=960 0.05x20,000=1,000
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Total 1.314 1.777.5

Expected

deaths

Age 1.314/185,000=7.1 perl.777.5/185,000=9.6 per
Adjusted 1,000pyrs 1,000pyrs

rate

Age Standard rate ration (B:A)=9.6/7.1-1.35

The reason for the difference between the crudealityrrates between
country A and country B is that these two poputaidvave markedly
different age-structures. Country A has a much rofpmpulation than
country B. For example, 18% of the population iurtoy A are aged
over 60 years compared with 6% in country B.

Table 40: Standard population

0-29 100,000
30-59 65,000
60+ 20,000
Total 185,000

In the direct method of standardisation, 'age aeilrates' are derived by
applying the category specific mortality rates atle population to a
single standard population (Table 40). This produage standardised
mortality rates that these countries would hawhéfy had the same age
distribution as the standard population. Note thia¢ 'standard
population' used may be the distribution of on¢hefpopulations being
compared or may be an outside standard populatiah ss the
'European’ or 'World' standard population.

The weighted average of the category-specific ratgsh the weights

taken from the standard population) provides fahgaopulation a single
summary rate that reflects the numbers of evemtswiould have been
expected if the populations being compared haddhge age distribution
1. The ratio of the directly standardised rates ttemm be calculated to
provide a single summary measure of the differémeaortality between

the two populations. The ratio of the standardism@s is called the
Comparative Mortality Ratio (CMR) and is calculatieg dividing the

overall age adjusted rate in country B by the matountry A.

For exampleComparative Mortality Ratio = 9.6/7.1 = 1.35

This CMR is interpreted as: after controlling fbetconfounding affects
of age, the mortality in Country B is 35% highearthin country A.
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Figure 29: Interrupted Comparative Mortality Ratio (Source: Jones,
2004)

Note that while the crude rates presented in TaBleepresent the actual
mortality experience of countries A and B, it ig possible to use these
crude rates to make a valid comparison betweentwloe countries
because they have very different age distributiblasvever, by using the
direct method of standardisation (while the valokethe adjusted rate do
not reflect the 'true’ mortality experience of coigs A and B), it enables
us to calculate 'hypothetical' age adjusted rdtasdan be used to make
a valid comparison of overall mortality between tive countries.

3.3.2 Indirect Method of Standardisation

The indirect method of standardisation is commamdgd when age-
specific rates are unavailable. For example, ifdicenot know the age
specific mortality rates for Community B.

In this method, instead of taking one populationctire as standard and
applying sets of rates to it to estimate expectemhs, a set of rates from
a standard population (country A) is applied toheatthe populations
being compared to calculate standardised morbmaytality ratios.
Table 41 shows the indirect method of standardisatNumber of
expected deaths if the population had the samespeeific mortality
rates as Community A.

Table 41: Indirect method of standardisation

Community A Community B

Expected Deaths Expected Deaths
0-29 0.0012 0,0012x

x6,000,000=7,200 1,500,0000=1,800
30-59 0.0036x5,500 x0.0036 X

5,500,000=19,800 550,000=1,9800
60+ 0,048 x2,500,0000.048 X

=120,000 120,000=5,760
Total Expected 147,000 9,540

deaths (F)
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Total Observed 147,000 15,300
deaths (O)

Standardization 100 160
Mortality Ratio

O/E x 100

In table above, the indirect method of standariiaas used to calculate
how many deaths would be expected in Country Bhi&d the same age-
specific mortality rates as Country A. The expededths in Country B
are calculated by multiplying the age specific fareCountry A by the
population of Country B in the corresponding ageugr. The sum of the
age categories gives the total number of deathsviald be experienced
in country B if it had the same mortality experieras country A.

An overall summary measure can then be calculatieat is, the
standardised mortality ratio (SMR), which is théaaf the observed
number of deaths to the expected number of deaths.

SMR = Observed number of deaths (O) X 100%
Expected number of deaths (E)

SMR =160=1.6 X 100 = 160
100

From Table 41 the SMR is calculated as 160, whigams that the
number of observed deaths in Country B is 60% Hhitjiren the number
we would expect if Country B had the same mortadikperience as
Country A.

3.3 Issues in the Use of Standardisation

i. Standardised rates are used for the compa$édwo or more
populations; they  represent a weighted averafyehe age
specific rates taken from a 'standard populataod are not
actual rates.

il. The direct method of standardisation requiheg the age-specific
rates for all populations being studied are atédlaand that a
standard population is defined.

iii.  The indirect method of standardisation regsithe total number

of cases

iv. The ratio of two directly standardised rates galled the
Comparative Incidence Ratio or Comparative Mantali
Ratio.

V. The ratio of two indirectly standardised ratss called the
Standardised Incidence Ratio or the Standardisedtality
Ratio.
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Vi. Indirect standardisation is more appropriateuse in studies with
small numbers or  when the rates are unstable.

vii.  As the choice of a standard population wifieat the comparison
between populations, it should always be stateakisi which
standard population has  been applied.

viii. Standardisation may be used to adjust far ¢ffects of a variety

of confounding factors including age, sex, racesocio-
economic status.
Standardisation of rates can be difficult to ustlenrd and is
explained in several different ways depending am ltterature
source. It is recommended that as well as usirggrdsource text
you use one of the sources in the related linkspsimg the text
which gives you the appropriate amount of detail.

SELF-ASSESSED EXERCISE

i. How will you explain standardisation?
ii. List and explain important uses of standardisation.

40 CONCLUSION

In this unit you have learnt the meaning of stadidation, you also have
the understanding that standardisation is a metbodvercoming the
effect of confounding variables in epidemiologicasearch. You learnt
method of measure standardisation both direct andiréct method.
Finally, you are exposed to Issues in the useasfdstrdisation.

50 SUMMARY

Standardisation, a method for overcoming the eff#fctonfounding

variables in epidemiological research. Most commposiandardisation
is used to control for age. There are two methddtamdardisation, direct
and indirect, and both are explained in detail. Té®ource in the unit
covers methods of standardisation and issue in tisei

6.0 TUTOR-MARKED ASSIGNMENT (TMA)
Give detailed account of direct method of stadibation.

1.
2. Describe in detail how you will apply an inditemethod of
Standardisation.
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MODULE 3 VALID AND EFFICIENT EPIDEMIOLOGIC
STUDIES THE TYPES, STRENGTH AND
LIMITATION AND INTERPRETING

RESULTS
Unit 1 Designing valid and efficient epidemiologitudies
Unit 2 Strength and limitation of epidemiologickdsign
Unit 3 Interpret descriptive epidemiologic resuftorder to

develop hypotheses of possible risk factors difaase

UNIT 1 DESIGNING VALID AND EFFICIENT
EPIDEMIOLOGIC STUDIES

1.0 Introduction
2.0 Objectives
3.0 Main Content
3.1  Explain the role of descriptive studies fibentifying
problems and establishing hypotheses.
3.1.1 Specific tasks of descriptive epidemiolagy
the following:
3.1.2 Hypothesis Formulation — Characteristics of
Person, Place, and Time
3.1.3 Cross-Sectional Studies
3.1.4 Ecological Studies
3.2 Analytical Epidemiologic Studies
3.2 1 Case-Control Studies
3.2.2 Case-Crossover Studies
3.2.3 Cohort Studies
3.3  Experimental Epidemiologic Studies
3.3.1 Randomised Clinical Trials
3.4  Function Epidemiology study design
3.4.1 Issues of Concern in Epidemioletdy design
3.4.2 Clinical Significance Epidemiojogsfudy design
3.4.3 Other Issues in Epidemiology gtddsign
4.0 Conclusion
5.0 Summary
6.0 Tutor-Marked Assignment (TMA)
7.0 References/Further Reading

1.0 INTRODUCTION

In epidemiology, researchers are interested in orgapsor assessing the
relationship of exposure with a disease or an ou&ds a first step, they
define the hypothesis based on the research qneastid then decide
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which study design will be best suitable to ansihat question. How the
investigation is conducted by the researcher isctidd by the chosen
study design. The study designs can be broadlgifiked as experimental
or observational based on the approach used tesasdesther exposure
and an outcome are associated. In an experimentdly slesign,
researchers assign  subjetdsintervention and control/comparison
groups in an attempt to isolate the effects ofibervention. Being able
to control various aspects of the experimental ystlelsign enables the
researchers to identify causal links between imtetions sand outcomes
of interest. In several instances, an experimettaly design may not be
feasible or suitable; in such situations, obseoveti studies are
conducted. Observational studies, as the nameataticinvolve merely
observing the subjects in a non-controlled envirentrwithout actually
interfering or manipulating with other aspectstod study and therefore
are non-experimental. The observation can be potispe retrospective
or current depending on the subtype of an obsemvaltistudy.

2.0 OBJECTIVES

By the end of this unit, you will be able to:

. explain the role of descriptive studies for identify problems and
establishing hypotheses

. identify observational studies design in term dfecaeries, cross
sectional, cohort studies and Ecological studies

. identify and describe experimental studies design

. discuss the functions, issues and clinical sigaifce of studies
design.

3.0 MAIN CONTENT

3.1 Explain the Role of Descriptive Studies for lentifying
Problems and Establishing Hypotheses

Generally, descriptive epidemiology makes it pdssib identify trends
in health and disease and also provides a meagvlarofing resources for
populations. In addition, descriptive epidemiology important for
generating hypotheses (possible explanations) aheudeterminants of
health and disease. By generating hypotheses, iplgerepidemiology
also provides the starting point for analytic epmt@ogy, which formally
tests associations between potential determinardshaalth or disease
outcomes.
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3.1.1 Specific tasks of descriptive epidemiology are thiellowing

. Monitoring and reporting on the health status aedlth related
behaviors in populations

i. Identifying emerging health problems

ii. Alerting us to potential threats from bioterrorism

iv. Establishing public health priorities for a popidat

V. Evaluating the effectiveness of intervention progsaand

vi. Exploring potential associations between "riskdagt and health
outcomes in order to generate hypotheses aboutetteeminants
of disease.

3.1.2 Hypothesis Formulation — Characteristics of &rson,

Place, and Time

Descriptive epidemiology searches for patterns byanmening
characteristics ofperson, place, & time. These characteristics are
carefully considered when a disease outbreak ochesause they
provide important clues regarding the source ofotlbreak.

Hypotheses about the determinants of diseasefesiseconsidering the
characteristics of person, place, and time anditapkor differences,
similarities, and correlations. Consider the foliogvexamples:

I. Differences: if the frequency of disease differs in two
circumstances, it may be caused by a factoddiffats between
the two circumstances. Fexample there was a substantial
difference in the incidence of stomach cancerpad & the US.
There are also substantial differences in genatiddiet. Perhaps
these factors are related to stomach cancer.

. Similarities: if a high frequency of disease is found in several
different circumstances & one can identify a casnnfactor,
then the common factor may be responsibl&xample:
AIDS in IV drug users, recipients of transfusiong,
hemophiliacs suggests the possibility that HIV bartransmitted
via blood or blood products.

. Correlations: If the frequency of disease varies in relation to
some factor, then that factor may be a causeeodliisease.

Example: differences in coronary heart disease vary wiigarettes
consumption.

3.1.3 Cross-Sectional Studies

Cross-sectional studies are observational in nandegive a snapshot of
the characteristics of study subjects in a singletpof time. Unlike
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cohort studies, cross-sectional studies do not hdw#ow-up period and
therefore are relatively simple to conduct. As &xposure status and
outcome of interest information is collected inirgée moment in time
often by surveys, cross-sectional study design aaprovide cause-
effect relationship and is the weakest of the olm&rnal designs. This
study design is generally used to assess the presalof a disease in a
population.

3.1.4 Ecological Studies

Ecological studies are used when data at an ind#ievel is unavailable
or when large-scale comparisons are needed to #tagyopulation-level
effect of exposures on a disease condition. Thegefecological study
results are applicable only at the population leVak types of measures
in ecological studies are aggregates of individee#! data. These
studies, therefore, are subject to a type of cardog called ecological
fallacy which occurs when relationships identifegdyroup level data are
assumed to be true for individuals. Ecological Esidre generally used
in public health research.

3.2 Analytical Epidemiologic Studies
3.2.1 Case-Control Studies

Case-control studies are used to determine theedegfr associations
between various risk factors and outcomes. Thefacthat affect the risk
of a disease are called exposures. Case-contdiestaan help identify
beneficial or harmful exposures. In a case-corgtatly, as the name
suggests, there are two groups of subjects -casksamtrols. Cases are
subjects who have a particular disease, conditiodjsability. Controls
are those subjects that do not have the diseagecally, researchers
identify appropriate representative controls fog tases that they are
studying from the general population. Then theyosgiectively look in
the past for the possible exposures these subyagts have had to a risk
factor. Selecting the subjects for the control gras a very critical
component of research based on case-control stu@ies to the
retrospective nature of the study design, caseralosilidies are subject
to recall bias. Case-control studies are inexpensfficient, and often
less time consuming to conduct. This study dessgespecially suitable
for rare diseases that have longer latency periods.
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3.2.2 Case-Crossover Studies

Case-crossover studies are helpful to study treygéthin an individual.
When the researcher is studying a transient expasurisk factor, the
case-crossover design is useful. This is a relgtimew study design
where there is a case and a control componentdjotthich come from
the same individual. Each case is self-matchedédoyirsy as its own
control. Determining the period of the control axa$e components is a
critical and difficult aspect of a case-crossovady.

3.2.3 Cohort Studies

Cohort studies initially classify patients into twooups based on their
exposure status. Cohorts are followed over timee®who develops the
disease in the exposed and non-exposed groups.rtihdies can be
retrospective or prospective. Incidence can bectyrealculated from a
cohort study as you begin with exposed and unexppagents, unlike a
case-control study where you start with diseased @on-diseased
patients. Relative risk is the measure of effeciaf@ohort study. Cohort
studies are subject to very low recall bias, andtipia outcomes can be
studied simultaneously. One of the disadvantagestodrt studies is that
they are more prone to selection bias. Studyin@ rmiseases and
outcomes that have long follow-up periods can b egpensive and
time-consuming using cohort studies.

3.3 Experimental Studies
3.3.1 Randomised Clinical Trials

Randomised clinical trials or randomised controél$r (RCTs) are
considered the gold standard of study design. IR@m the researcher
randomly assigns the subjects to a control group am experimental
group. Randomisation in RCT avoids confounding anohimizes
selection bias. This enables the researcher to siavilar experimental
and control groups thereby enabling them to isothte effect of an
intervention. The experimental group gets the ewpreatment which
can be an agent involved in causation, preventionreatment of a
disease. The control group receives no treatmguigcebo treatment or
another standard of care treatment depending orolifextive of the
study. The groups are then followed prospectivelgd¢e who develops
the outcome of interest. RCT’s are expensive, asdarchers using this
study design often face issues with the integritteadomisation due to
refusals, drops outs, crossovers, and non-comg@ianc
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3.4  Function of Epidemiology Study Design

the key function of an epidemiology study designtasenable the
researcher to address the research question witimiadi ambiguity
logically.

3.4.1 Issues of Concern in Epidemiology Study Desig

study design should be well thought of before atitig a research
investigation. choosing an inappropriate study glesnay undermine
overall study validity. critical thinking about ttpossible study design
issues beforehand will ensure that the researchktiqueis adequately
addressed.

3.4.2 clinical significance epidemiology study deg

study design plays a major role in determining ghientific value of a
research study. understanding the basic studymiesigcepts will aid the
clinicians in practicing evidence-based medicine.

3.4.3 other issues in epidemiology study design

Errors in study design are extremely difficult torect after study
completion. thorough planning is required to awsehk conclusions or
unconvincing results.

SELF ASSESSED EXERCISE

I. What is Hypothesis formulation in a study design?
ii. Describe the difference between cross-sectional ciods-over
study design.

4.0 CONCLUSION

This unit described detail and valid epidemiologidasign, it also
discussed the formulation of hypothesis and desonf other method
of epidemiological design. You are exposed differanalytical and
experimental method of study design. You learnfdinetion and clinical
significance of epidemiological design.
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5.0 SUMMARY

The study designs can be broadly classified as rempetal or
observational based on the approach used to agkefiser exposure and
an outcome are associated. In an experimental stesign, researchers
assign subjects to intervention and control/congoarigroups in an
attempt to isolate the effects of the interventiBeing able to control
various aspects of the experimental study desigbles the researchers
to identify causal links between interventions santtomes of interest.
In several instances, an experimental study desigynot be feasible or
suitable; in such situations, observational studresconducted

6.0 TUTOR-MARKED ASSIGNMENT (TMA)

1. Give detail account of experimental design.
2. What are the differences between analytical alpservational
design?
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3.2  Strength and Limitation Descriptive / Obsditvaal
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1.0 INTRODUCTION

All types of epidemiology study design have thewnostrengths and
limitations. It is important for a Researcher tdedmine at the planning
stage of a research the type of study design am@gplicability of the
validity and efficient in epidemiological study dgs selected.

2.0 OBJECTIVES

By the end of this unit, you will be able to:

. describe rationale for selecting a study design
. analyse the strength and limitation of descripsielies
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. list the strength and limitation of analytical siesl
. explain the Strength and Limitation of Experimergaldies.

3.0 MAIN CONTENT

3.1 Overview of Strength and Limitation of Epidemidogical
Studies

All research designs can be discussed in termisenf telative strengths
and limitations. The merits of a particular desaga inherently related to
the rationale for selecting it as the most appaiprplan for addressing
the research problem. One strength of an experehetdsign, for
example, is the predictive nature of the researahrfgs. Because of the
tightly controlled conditions, random sampling, anse of statistical
probabilities, it is theoretically possible to pigdoehaviour in similar
settings without actually observing that behaviouikewise, if a
researcher needs information about the charadtsrigif a given
population or area of interest, a descriptive stigdin order. Results,
however, would be limited to describing the phenoamerather than
predicting future behaviour.

3.2 Strength and Limitation Descriptive / Observaional
Studies

Descriptive studies are frequently the first stetp & new line of enquiry,
and as such have an important role in medical resgavhere their
findings can prompt further study. Their functierto describe the “who,
what, why, when, where” without regard to hypotkesiighlighting
patterns of disease and associated factors. Deserigtudies that
examine individuals can take the form of case resp@ report of a single
case of an unusual disease or association), cass é& description of
several similar cases) and cross-sectional stydess ‘Cross-sectional,
analytical and intervention studies’).

3.2.1 Strengths

. Study participants are questioned or observednataral setting
(e.g., their homes, child care or educational regsi.

i, Study data can be used to identify the prevalerigeadicular
problems and the need for new or additional sesvioeaddress
these problems.

ii. Descriptive research may identify areas in neechdditional
research and relationships between variables #watine future
study. Descriptive research is often referred to'tagothesis
generating research."”
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iv. Depending on the data collection method used, giser studies
can generate rich datasets on large and diversglessm

Descriptive(including ecological) studies are generally relatively quick,
easy and cheap to conduct. Particular strengthscological studies
include:

. Exposure data often only available at area level.

i, Differences in exposure between areas may be bibgerat the
individual level, and so are more easily examined.

ii. Utilisation of geographical information systemt@mine spatial
framework of disease and exposure

3.2.2 Limitations

. Descriptive studies cannot be used to establissecand effect
relationships.

i. Respondents may not be truthful when answeringestguestions
or may give socially desirable responses.

i The choice and wording of questions on a questioamaay
influence the descriptive findings.

iv. Depending on the type and size of sample, therfgglmay not be
generalisable or produce an accurate descriptitimegbopulation
of interest.

V. Measures of exposure are only a proxy based oavitiage in the
population. Caution is needed when applying grousdlts to
the individual levelecological fallacy).

vi. Potential for systematic differences between areragcording
disease frequency. For example, there may be eliftas in
disease coding and classification, diagnosis amopteteness of
reporting between different countries.

Vii. Potential for systematic differences between ar@asthe
measurement of exposures.
vii.  Lack of available data on confounding factors.

3.2.2.1Weakness of Ecological Studies Include

Weaknesses of case reports and case series argehéyathave no
comparison (control) group, they cannot be tested $tatistical
associations, and they are especially prone tagatlin bias (especially
where case reports/series describe the effectigensfesn intervention).
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3.2.3 Advantages of Descriptive Research

=

It is effective in analysing non-quantified topesd issues.

2. The possibility to observe the phenomenon in a detaly natural
and unchanged natural environment.

3. The opportunity to integrate the qualitative andamfitative
methods of data collection.

4. Less time-consuming than quantitative experiments.

3.2.4 Disadvantages of Descriptive Research

1. Descriptive studies cannot test or verify the resegroblem
statistically.
2. Research results may reflect certain level of lias to the

absence of statistical tests.

3. The majority of descriptive studies are not ‘repbét’ due to their
observational nature.

4. Descriptive studies are not helpful in identifyicguse behind
described phenomenon.

3.2.5 Application

All forms of descriptive study can be used to gateethypotheses of
possible causes or determinants of disease. Tlyps¢hieses can then be
tested using further observational or interventictadies. Case reports
can identify novel associations, such as the deweémt of a rare benign
liver cancer in a woman taking oral contraceptiv&sse series are useful
in identifying epidemics. For example, the preseat@IDS in North
America was identified by the report of a clustthomosexual men in
Los Angeles with a similar clinical syndrome.

3.3 The Strength and Limitation of Analytic Study Design

Analytic study can be informed of case control ohart study, each of
which as its characteristic merit and demerit idelg limitations. In the
previous module above, analytic epidemiology — mBaseffect
prospective cohort studies, cross-sectional studetsospective case-
control studies, ecologic studies and randomisedrcted trials.

3.3.1 Brief overview of the case- control and cohb studies
strength and Limitations

Generally, Analytic study is quick and cheap (relatively) esadideal for

outbreaks. Best for study rare diseases (or nesvfan evaluate multiple
exposures (fishing trips). However, some of the €&t are such that it
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cannot estimate disease rates, there is Worry abpusentativeness of
controls, the inefficient if exposures are rares Iprone to Bias such as:
Selection bias, Confounding bias and Measuremesge(ally recall
bias).

1. Case - Control Studies
I. Characteristics: two source populations; assionpthat non-

cases are representative of the source populaticases.
il. Merits: least expensive; least time-consumiggitable for study

of rare diseases (especially NCDs).

iii. Limitations: not suitable for rare exposuréable to selection bias
and recall bias; not suitable for calculation foéquency
measures.

iv. Effect measure: Odds Ratio.
2. Cohort studies

I. Characteristics: follow-up period (prospectiverospective).

. Merits: no temporal ambiguity; several outcomesldde studied
at the same time; suitable for incidence estimation

iii. Limitations (of prospective type): expensive; tic@isuming;
inefficient for rare diseases; may not be feasible.

iv. Effect measure: Risk Ratio (Relative Risk).

3.3.2 Advantages and Disadvantages of Prospectiv8tudies
(Cohort Studies)

Table 42: Advantages and Disadvantages of Prospeai Studies

S/N Advantages Disadvantages

1. Provides good assessment &election bias
temporal sequence

2. Evaluate before onset of diseadeoss to follow-up
and watch for disease

3. Expensive

4. Can establish population-baseldengthy and expensive
incidence

5. Accurate relative risk (risk ratio)May require very large
estimation samples

6. Can examine rare exposurddot suitable for rare
(asbestos > lung cancer) diseases

7. Temporal relationship can béNot suitable for diseases
inferred (prospective design) with long-latency
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8. Time-to-event analysis is possibl&nexpected environmental
changes may influence the

association
9.  Can be used where randomisatiddonresponse, migration
is not possible and loss-to-follow-up
biases
10. Magnitude of a risk factor’s effecSampling, ascertainment
can be quantified and observer biases are still
possible

11. Selection and information biaseksengthy and expensive
are decreased
12. Multiple outcomes can be studied
(smoking > lung cancer, COPD,
larynx cancer)

3.3.3 Advantages and Disadvantages of Retrospecti8éudies

Table 43: Advantages and Disadvantages of Retrospee Studies
S/N Advantages Disadvantages

1 Less expensive than cohorBelective Survival
(retrospective) Studies

2 Quicker than cohort Selective recall
3 Can identify more than oneTemporal sequence not as clear
exposure

4 Good for rare diseases Not suited for rare exposures
5 Well design leads to goodGives an indirect measure of risk
etiologic investigation

6 More susceptible to bias

7 Limited to single outcome

8 Cheap, easy and quickCase and control selection
studies troublesome

9 Multiple exposures can beSubject to bias (selection, recall,
examined misclassification)

10 Rare diseases and diseasB#ect incidence estimation is not
with long latency can bepossible
studied
11  Suitable when Temporal relationship is not clear.
randomisation is unethical
(alcohol and pregnancy
outcome)
-Multiple outcomes cannot be
studied
-If the incidence of exposure is
high, it is difficult to show the
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difference between cases and
controls

-Not easy to estimate attributable
fraction

-Reverse causation is a problem in
interpretation - especially in
molecular epidemiology studies

3.4 Strength and Limitation Experimental Epidemiobgic
Studies

In an Experimental Studies it uses an interventionwhich the
investigator manipulates a factor and measuresutemme. Elements of
a complete experiment, manipulation of data, use aintrol group and
ability to randomised subjects to treatment groups.

3.4.1 Strength and Limitation with  Advantages and
Disadvantages of Experimental  Studies

Strength /Advantages Limitation/
Disadvantages

Prospective direction Contrive situation

Ability to randomise subjects Impossible to control

human behaviour
Temporal sequence of cause artethical Constraints

effect
Can control extraneous variables  External validity uncertain
Best evidence of causality Expensive

Disadvantages

3.4.2 General Overviews of the Strength and Weakss of
Experimental Studies Design

How do you make sure that a new product, theorydea has validity?
There are multiple ways to test them, with oneéhefrinost common being
the use of experimental research. When there iplaiercontrol over
one variable, the other variables can be manipdilededetermine the
value or validity that has been proposed.

Then, through a process of monitoring and admintistn, the true effects
of what is being studied can be determined. Theatess an accurate
outcome so conclusions about the final value pakrit is an efficient
process, but one that can also be easily manipgllateneet specific
metrics if oversight is not properly performed.
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Here are the advantages and disadvantages of exq#al research to
consider.

3.4.3 What Are the Advantages of Experimental Resech?

1. It provides researchers with a high level of adrol.
By being able to isolate specific variables, itdmmes possible to
determine if a potential outcome is viable. Eachalde can be
controlled on its own or in different combinatiotosstudy what
possible outcomes are available for a product,rihewr idea as
well. This provides a tremendous advantage in alityato find
accurate results.

2. There is no limit to the subject matter or indstry involved.
Experimental research is not limited to a spedifaustry or type
of idea. It can be used in a wide variety of situed. Teachers
might use experimental research to determine éa method of
teaching or a new curriculum is better than an rolsigstem.
Pharmaceutical companies use experimental restadgtermine
the viability of a new product.

3. Experimental research provides conclusions thaire specific.
Because experimental research provides such a Ikigh of
control, it can produce results that are specifid eelevant with
consistency. It is possible to determine succedailoire, making
it possible to understand the validity of a prodticeory, or idea
in a much shorter amount of time compared to oteeification
methods. You know the outcome of the research Isecgau bring
the variable to its conclusion.

4. The results of experimental research can be diipated.
Experimental research is straightforward, basienfof research
that allows for its duplication when the same Jalga are
controlled by others. This helps to promote theiddgl of a
concept for products, ideas, and theories. Thisvallanyone to be
able to check and verify published results, whitteroallows for
better results to be achieved, because the exagid sain produce
the exact results.

5. Natural settings can be replicated with fasterspeeds.
When conducting research within a laboratory emriment, it
becomes possible to replicate conditions that ceoake a long
time so that the variables can be tested apprepyiathis allows
researchers to have a greater control of the eetras variables
which may exist as well, limiting the unpredictatyibf nature as
each variable is being carefully studied.

6. Experimental research allows cause and effectot be
determined.

The manipulation of variables allows for researsherbe able to

112



PHSB03 MODULE 3

look at various cause-and-effect relationships taaproduct,
theory, or idea can produce. It is a process whadbws
researchers to dig deeper into what is possibtayisty how the
various variable relationships can provide spedi@nefits. In
return, a greater understanding of the specifitsivithe research
can be understood, even if an understanding of wiat
relationship is present isn’t presented to theakedeer.

7. It can be combined with other research methods.
This allows experimental research to be able tovide the
scientific rigor that may be needed for the resudtstand on their
own. It provides the possibility of determining wimaay be best
for a specific demographic or population while atstering a
better transference than anecdotal research caraliypprovide.

3.4.4 What Are the Disadvantages of Experimental &earch?

1. Results are highly subjective due to the possiby of human
error.

Because experimental research requires specifieldeof variable
control, it is at a high risk of experiencing humamor at some point
during the research. Any error, whether it is gysteor random, can
reveal information about the other variables ard would eliminate the
validity of the experiment and research being caoteti

2. Experimental research can create situations tliaare not
realistic.

The variables of a product, theory, or idea aresurstich tight controls
that the data being produced can be corruptedascurate, but still seem
like it is authentic. This can work in two negativays for the researcher.
First, the variables can be controlled in such g that it skews the data
toward a favorable or desired result. Secondlydiie can be corrupted
to seem like it is positive, but because the réalénvironment is so

different from the controlled environment, the pios results could

never be achieved outside of the experimental resea

3. It is a time-consuming process.

For it to be done properly, experimental researaktrisolate each
variable and conduct testing on it. Then combimetiof variables must
also be considered. This process can be lengthyeapdre a large
amount of financial and personnel resources. Thosts may never be
offset by consumer sales if the product or ideaeneavakes it to market.
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If what is being tested is a theory, it can lead false sense of validity
that may change how others approach their own reisea

4. There may be ethical or practical problems withvariable
control.

It might seem like a good idea to test new pharm@écas on animals
before humans to see if they will work, but whappens if the animal
dies because of the experimental research? Or admatt human trials
that fail and cause injury or death? Experimen&dearch might be
effective, but sometimes the approach has ethigal pmactical
complications that cannot be ignored. Sometime®thee variables that
cannot be manipulated as it should be so thattsesah be obtained.

5. Experimental research does not provide an actbiaxplanation.

Experimental research is an opportunity to answéesor No question.
It will either show you that it will work or it wilnot work as intended.
One could argue that partial results could be aeligbut that would still

fit into the “No” category because the desired ltasswere not fully

achieved. The answer is nice to have, but ther®isxplanation as to
how you got to that answer. Experimental reseasalmiable to answer
the question of “Why” when looking at outcomes.

6. Extraneous variables cannot always be controlled

Although laboratory settings can control extranewasables, natural
environments provide certain challenges. Some asudieed to be
completed in a natural setting to be accurate. dy mot always be
possible to control the extraneous variables becawd the

unpredictability of Mother Nature. Even if the \albiles are controlled,
the outcome may ensure internal validity, but doasdhe expense of
external validity. Either way, applying the results the general
population can be quite challenging in either sdena

7. Participants can be influenced by their currentsituation.

Human error isn’t just confined to the research®aiticipants in an
experimental research study can also be influenegdextraneous
variables. There could be something in the enviremimsuch an allergy
that creates a distraction. In a conversation witksearcher, there may
be a physical attraction that changes the respaisgles participant. Even
internal triggers, such as a fear of enclosed spammrild influence the
results that are obtained. It is also very comnarmpfrticipants to “go
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along” with what they think a researcher wants® isstead of providing
an honest response.

8. Manipulating variables isn't necessarily an obgctive
standpoint.

For research to be effective, it must be objecBeng able to manipulate
variables reduces that objectivity. Although thesee benefits to

observing the consequences of such manipulatiosethenefits may not
provide realistic results that can be used in titeré. Taking a sample is
reflective of that sample and the results may natsiate over to the
general population.

9. Human responses in experimental research can kéficult to
measure.

There are many pressures that can be placed omepéaon political to
personal, and everything in-between. Differentdifperiences can cause
people to react to the same situation in diffeveays. Not only does this
mean that groups may not be comparable in expetahersearch, but it
also makes it difficult to measure the human respserihat are obtained
or observed.

The advantages and disadvantages of experimestdnesh show that it
is a useful system to use, but it must be tightigtmlled in order to be
beneficial. It produces results that can be ref@abut it can also be
easily influenced by internal or external influesdbat may alter the
outcomes being achieved. By taking these key paitdsaccount, it will
become possible to see if this research procegpi®priate for your next
product, theory, or idea.

SELF ASSESSED EXERCISE

I. What do you understand by the term descriptive epidlogy
study strenght

. How will you classify ecology studies?what are lingtation of
the study

iii. Give a brief account of experimental study, strengind
Limtiation.

4.0 CONCLUSION
In this unit you are exposed to the detail analydishe strength and
limitation of different epidemiology studies. Pattlarly, you learnt the

most important advantages and disadvantages alebaiptive studies.
The relationship between analytic case control@tbrt studies in term
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of advantages/ disadvantages was also explainedllysiyou learn the
strength and limitation of experimental studiesigies

5.0 SUMMARY

Each of the methods used to collect descriptivea diegtve their own
strengths and limitations. The following are sonfigh@ strengths and
limitations of epidemiology study design. Descnptresearch studies in
general cheap and less time consuming, thouglnitatetest or verify the
research problem statistically. Research resulig neféect certain level
of bias due to the absence of statistical testseasgt but analytic study
is quick and cheap (relatively) and so ideal fotboeiaks, best to study
rare diseases (or new) and can evaluate multiplesexes (fishing trips).
However, some of the demerits are such that it cbaestimate disease
rates, there is worry about representativenessrafals, the inefficiency
if exposures are rare. It is prone to bias such satection bias,
confounding bias and measurement (especially debals. While in
experimental study uses an intervention in whicke ihvestigator
manipulates a factor and measures the outcomeeHnerelements of a
complete experiment, manipulation of data, use obrrol group and
ability to randomise subjects to treatment groups.

6.0 TUTOR-MARKED ASSIGNMENTS (TMAS)

In a tabular form, state the advantages anehdiiantages of
descriptive epidemiology study.

2. In a tabular form, list the advantages andadigantages of
analytical  epidemiology study.
3. In a tabular form, enumerate the advantagesisnadvantages of

experimental epidemiology study.
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UNIT 3 INTERPRET EPIDEMIOLOGIC RESULTS IN
ORDER TO DEVELOP HYPOTHESES FOR
POSSIBLE RISK FACTORS

CONTENTS

1.0 Introduction
2.0 Objectives
3.0 Main Content
3.1 Overview of basic concepts for analysing presenting
data
3.2  Types of Variables

3.3  Population parameters versus sample statistic
3.4  Measures of central tendency and variability

3.5 Sample variance and standard deviation
3.6 Computing mean, variance, and standard tiewvian R

3.7 Computing median and interquartile range \Rith
3.8 Case Series — analysis of findings and ptasen on case
series correlation coefficient and linear Regjias
3.8.1 Case Series: presentation and analydns wit
interpretation of case Series findings
3.8.2 Interpretation of the case series on 96#fidence
interval

3.8.3 Computing the correlation coefficient alngear
regression
3.8.4 Analysis of correlation coefficient anddar
regression information
3.8.5 Simple Guidelines on Data Presentation
4.0 Conclusion
5.0 Summary
6.0 Tutor-Marked Assignment (TMA)
7.0 References/Further Reading

1.0 INTRODUCTION

Disease surveillance systems and health data soproeide the raw
information necessary to monitor trends in healthd adisease.
Descriptive epidemiology provides a way of orgamgsand analysing
these data in order to understand variations ireadis frequency
geographically and over time, and how disease €atth) varies among
people based on a host of personal characterigi@mson, place, and
time). This makes it possible to identify trend$aalth and disease and
also provides a means of planning resources foulptipns. In addition,
descriptive epidemiology is important fogenerating hypotheses
(possible explanations) about the determinants of health and disease. By
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generating hypotheses, descriptive epidemiology gisovides the
starting point for analytic epidemiology, which foally tests
associations between potential determinants andthhea disease
outcomes.

2.0 OBJECTIVES

By the end of this unit, you will be able to:

. identify the different classes of variables (diser@ichotomous,
categorical, ordinal), continuous, time to event)
. distinguish when to use mean and standard deviatgnsus

median and interquartile range (IQR) to charaatdtie centre and
variability for continuous variables data

. use R to compute mean, variance, standard devjatiedian, and
interquartile range (IQR).

. use R to compute the correlation coefficient for emmwlogical
study

. conduct a narrative case series, present in anagbsrmat and

put in an appropriate table for interpretation

analysing a cross sectional survey

computing the Correlation Coefficient

carry out description and analysis of ecologicatigs

conduct calculation of correlation and linear regren using
appropriate formula.

3.0 MAIN CONTENT

3.1 Overview of Basic Concepts for Analysing and Psenting
Data

This unit in this module will introduce basic coptefor analysing and
presenting data from exploratory (descriptive) adhat are essential
for disease surveillance, for assessing the heatith health-related
behaviors in a population, or for generating hyps#fs about the
determinants of health or disease. However, stademty want to refer
to other learning modules that address these ctsoemreater detail.

Procedures to summarise data and to perform suesequoalysis differ

depending on the type of data (or variables) treatgailable. As a result,
it is important to have a clear understanding oW heariables are

classified.
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3.2  Types of Variables
There are three general classifications of vargble
1. Discrete Variables

Variables that assume only a finite number of va|lder example, race
categorised as Hausa, Fulani, Ibo and Yoruba, theeNr Black and

other. Discrete variables focus on fleuency of observationsand can

be presented as the number, the percentage, oprthmortion of

observations within a given category.

Discrete variables may be further sub-divided into:

. Dichotomous variables
i, Categorical variables (or nominal variables)
i Ordinal variables

2. Continuous Variables

These are sometimes called quantitative or measmnewariables; they
can take on any value within a range of plausil@lieies. For example,
total serum cholesterol level, height, weight apstalic blood pressure
are examples of continuous variables. Continuousriabies
(measurement variables) are summarisefirayng a central measure,
such as a mean or a median, as appropriate, and dlaaterising the
variability of spread around the central measure

3. Time to Event Variables

These reflect the time to a particular event suech beart attack, cancer
remission or death. This module will focus primaah summarising and
presenting discrete variables and continuous viesaldiime to event
variables.

3.3 Population Parameters Versus Sample Statistics

A descriptive measure for an entire population‘jgaameter.” There are
many population parameters, for example, the pojpulsize (N) is one
parameter, and the mean diastolic blood pressurthemean body
weight of a population would be other parameterat trelate to
continuous variables. Other population parametersud on discrete
variables, such as the percentage of current smakéhe population or
the percentage of people with type 2 diabetes tuelliHealth-related
behaviours can also be thought of this way, sudheapercentage of the
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population that gets vaccinated against the flln gaar or the percentage
who routinely wear a seatbelt when driving.

However, it is generally not feasible to directlgasure parameters, since
it requires collecting information from all membey§the population.
We, therefore, take samples from the population #re descriptive
measures for a sample are referred to as "sartgtistiss" or simply
"statistics."” For example, the mean diastolim8l@ressure, the mean
body weight, and the percentage of smokers in apkarfiom the
population would be sample statistics. In the imlaglew the true mean
diastolic blood pressure for the population of &lin llorin Kwara State,
Nigeria is 78 millimeters of mercury (mm Hg); this a population
parameter. The image also shows the mean diaftiolox pressure in
three separate samples. These means are samigtecstathich we might
use in order to estimate the parameter for theeeptipulation. However,
note that the sample statistics are all a litttelifierent, and none of them
are exactly the sample as the population parameter.

“Mean =71.3

Figure 30: Mean diastolic blood pressure for thpydation of adults in
llorin Kwara State

In order to illustrate some fundamentals, let'ssuder a very small
sample with data shown in the table below.

Table 44: Data Values for a Small Sample

Subject Age Length  of Current Body Type 2
ID Stay Smoker Mass Diabetes
in  Hospital Index

(days)
1 63 2 0 29.6 1
2 74 2 1 26.4 0
3 75 2 1 24.5 0
4 74 2 0 31.9 1
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5 70 3 0 22.8 0
6 72 3 0 19.8 0
7 81 3 0 27.6 1
8 68 5 1 26.8 1
9 67 7 0 24.7 1
10 77 9 0 23.0 0

Note that the data table has continuous variables (aggtheof stay in

the hospital, body mass index) and discrete vabthat are
dichotomous (type 2 diabetes and current smokiogf)s focus first on

the continuous variables which we will summarisebyputing a central
measure and an indication of how much spread thareund that central
estimate.

3.4  Measures of Central Tendency and  Variability

There are three sample statistics that describeahter of the data for a
continuous variable. There are:

. TheMean: the average of all the values

il The Median: The "middle" value, such that half of the
observations are below this value, and half arer@bo

ii. TheMode: The most frequently observed value.

The mean and themedian will be most useful to us for analysing and
presenting the results of exploratory studies.

One way to summarise age for the small data seteabmuld be to
determine the frequency of subjects by age groughasv in the table
below.

Table 45: Determination of frequency of subjects byge group

Age Number of Relative
Group Subjects Frequency
60-64 1 0.1

65-69 2 0.2

70-74 4 0.4

75-79 2 0.2

89-85 1 0.1

This makes it easier to understand the age steictithe group. One
could also summarise the age structure by creatfmreqquency histogram
as shown in the Figure 31 below.
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Figure 31: Frequency histogram of age range
If there are no extreme or outlying values of tagable (as in this case),
the mean is the most appropriate summary of adaypalue.

The Mean

The sample mean is computed by summing all of thiees for a
particular variable in the sample and dividing bg humber of values in
the sample.
So, the general formulais XX

n

The X with the bar over it represents the samplammand it is read as

"X bar". TheX indicates summation (i.e., sum of the X's or surthe

ages in this example).

So, in the sample above means is
X=63+74+75+70+72+81+68+67+772.1

3.5 Sample Variance and Standard Deviation

When the mean is appropriate to characterise tnératevalues, the
variability or spread of values around the meanbznoharacterised with
the variance or the standard deviation. If allled bbserved values in a
sample are close to the sample mean, the standaatidn will be small
(i.e., close to zero), and if the observed valumy widely around the
sample mean, the standard deviation will be laifell of the values in
the sample are identical, the sample standard ti@viaill be zero.

To compute the sample standard deviation, we d®gtomputing the

variance (<) as follows:
gt SOy
T At

The variance is essentially the mean of the squaesdtions, although
we divide by n-1 in order to avoid underestimatitngg population
variance. We can compute this manually by first potimg the
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deviations from the mean and then squaring themaddihg the squared
deviations from the mean as shown in the Tableelévi

Table 46: Computation of Variance for Age
Subject Age Deviation from Squared Deviation from

ID The Mean the Mean
A (£ ~%)

1 63 9.1 82.81

2 74 1.9 3.61

3 75 2.9 8.41

4 74 1.9 3.61

5 70 2.1 441

6 72 -0.1 0.01

7 81 8.9 79.21

8 68 -4.1 16.81

9 67 5.1 26.01
10 77 4.9 24.01
Totals 721 0.0 248.9

I Jpe——

Therefore, ~— ¢ = 2763356

However, the more common measure of variabilitaisample is the
sample standard deviation (s)defined as the square root of the sample
variance:

| =2
Sample standard deviation =s = )/g_z = 2XL)

In this examp]e the standard deviation is: 5 = l: 27.65556 = 5.25885

3.6 Computing Mean, Variance, And Standard Deviatn In
R

These computations are easy using the R statigtazage. First, | will
create a data set with the ten observed ages iextémaple above using
the concatenation function in R.

> age data <- ¢ (63, 74, 75, 74, 70, 72, 81, B8878)>

To calculate the mean: > mean (age data) = 72.1

To calculate the variance:

> var (age data) = 27.65556

To calculate the standard deviation for age:

> sd (age data) = 5.258855

Next, we will examine length of stay in the hoap{tlays) which are also
a continuous variable. As we did with age, we cauthmarise hospital
length of stay by looking at the frequency, e.gwimany patients stayed
1, 2, 3, 4, etc. days.
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Table 47: Frequency of hospital admission (Lengthfcstay)
Days in Hospital ~ Number of Subjects Relative

Frequency
1 0 0
2 4 04
3 3 0.3
4 0 0
5 1 0.1
6 0 0
7 1 0.1
8 0 0
9 1 0.1

And one again, we could also present the samenm#ton with a
frequency histogram as shown below.

- =
1 2 3 4 5 (=]

Figure 32: Frequency histogram of hospital admissio (Length of
stay)

Freguency

O=N®HIW

1 =
7 9
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Here, most patients stayed in the hospital for @ty 3 days, but there
were outliers who stayed 5, 7, and 9 days. Thasskewed distribution,
and in this case the mean would be a misleadintactesisation of the
central value. Rather than compute a mean, it wibalthore informative
to compute the median value, i.e., the "middle‘Uealsuch that half of
the observations are below this value, and halbhove.

To compute the median one would first order the.dat

. If the sample size is an odd number, the meareisniddle value.
i. If the sample size is an even number, the medidneisnean of
the two middle values.

However, R is a more convenient way to do this,abse it will also

enable you to see theterquartile range (IQR) which is a useful way
of characterising the variability or spread of tata.
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3.7 Computing Median and Interquartile Range withR

We can again create a small data set for hospitajth of stay using the
concatenation function in R:

I. hospLOS<- ¢ (2,2,2,2,3,3,3,5,7,9) and we can then comphé&
median.
il. median(hospLO9=] 3

However, it is more useful to use the "summarg@yhmand. > summary
(hospLOS)

Min. 1st Qu. Median Mean 3rd Qu. Max.

2.02.03.03.84.59.0>

The quartiles divide the data into 4 roughly eqgaups as illustrated
below.

@ 2 2 2 3 3 3 & Fi S
1 | — | |
2 Z 3 4.5 o

By L Medizn QD3 e

Figure 33: Quartiles division

When a data set has outliers or extreme valueswvenarise a typical
value using thenedian as opposed to the mean. When a data set has
outliers, variability is often summarised by a istat called the
interquartile range, which is the difference between the first andahir
quartiles. The first quartile, denoted, @ the value in the data set that
holds 25% of the valudselow it. The third quartile, denotedsQs the
value in the data set that holds 25% of the vadieEeit.

To summarise:

i. No outliers: sample mean and standard deviatimnmarise location
and variability.

ii. When there are outliers or skewed data, mediash interquartile
range (IQR) best summarise location and varigbilithere IQR =

Q3-Q1
Box-Whisker Plots

Box-whisker plots are very useful for comparingtdisitions. A box-
whisker plot divides the observations into 4 roygigual quartiles. The
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whiskers represent the minimum and maximum obsewatdes. The
right side of the box indicates Q1, below which #re lowest 25% of
observations, and the left side of the box is Qfyve which are the
highest 25% of observations. The lowest 25% of nlag®ns are below
Q1 and the highest 25% are above Q3. The mediae v@kshown within
the box.

i Median
1St Q 2I'ld Q 3rd Q 4th Q

min Q1 Q2 Q3 max
Figure 34: The median value in the box-whiskerglot

3.8 Case Series — Analysis of Findings and Presation of
Case Series, Correlation Coefficient and Linear
Regression

In order to be useful, the data must be organisetl analysed in a
thoughtful, structured way, and the results mustémmunicated in a
clear, effective way to both the public health worke and the
community at large. Some simple standards are useforomote clear
presentation. Compiled data are commonly summaiisttbles, graphs,
or some combination.

3.8.1 Case Series: Presentation and Analysis wilthterpretation of
Case Series Findings

This is a small, but important case series repan&f09. Shown below
is the Summary and slightly modified versions @ tio tables presented
in the report.

Summary of the Case Series

"We performed a retrospective case-series studpatients with

influenza A (H5N1) admitted to the National Instéwf Infectious and
Tropical Diseases in Hanoi, Vietham, from Janu&§%through July
2005 with symptoms of acute respiratory tract ititet, a history of
high-risk exposure or chest radiographic findingshsas pneumonia,
and positive findings for A/H5 viral RNA by reversenscription—

PCR. We investigated data from 29 patients (mean3agl years) of
whom 7 (24.1%) had died. Mortality rates were 2@2%) and 50%
(2/4) among patients treated with or without oseltér (p = 0.24),

respectively, and were 33.3% (5/15) and 14.2% (2didong patients
treated with and without methylprednisolone (p 39), respectively.
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After exact logistic regression analysis was a@idbr variation in
severity, no significant effectiveness for surviweals observed among
patients treated with oseltamivir or methylpredigse."

Note that both continuous and discrete variablesreported, and note
that the authors used the mean and standard aeviati variables like
age, but they used median and IQR for many oth@avas because their
distributions were skewed. Note also that discreteiables and
continuous variables can be presented in the salphe but it is essential
to specify how each characteristic is being present

Table 48: Characteristics of 29 patients infected ith highly
pathogenic avian influenza virus (H5N1), northern \fetnam, 2004—
2005*

Characteristic Value
Age, y, mean + SD 35.1+144
M:F sex (%) 15:14 (52:48)
High-risk exposure, no. (%)t
Poultry 19 (65.5)
Sick poultry 12 (41.4)
Family infected with H5N1 virus 6 (20.7)
subtype
Sick poultry or person 15 (51.7)

Hospitalisation after disease onse6, (4-8)
median, d (IQR)

Hospital stay, median, d (IQR) 14 (9-17)
Treated with oseltamivir, no. (%) 25 (86.2)
Began treatment with oseltamivir afte? (5-10)
disease onset, median, d (IQR)

Treated with methylprednisolone, no. (%) 15 (51.7)
Died, no. (%) 7(24.1)

Table 49 below shows selected laboratory findingsrag survivors
versus patients who died. Leukocytes are white dlaells, and
neutrophils are a specific type of white blood ;c#le lower numbers of
these two counts in those who died suggests teafrtmune system was
overwhelmed. Hemoglobin is a measure of red blaoglts @nd oxygen
carrying capacity. Platelets are essential elem@tdlood clotting.
Albumin is the most abundant protein in blood. ASTan abbreviation
for aspartate aminotransferase, an enzyme thdtusdant in the liver;
high levels of AST in the blood frequently indicdiieer damage. Urea
nitrogen is a measure of kidney function; high lswaf urea nitrogen
suggest compromised kidney function but could d&soindicative of
dehydration.
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Table 49: Initial laboratory results for 29 patemfected with highly
pathogenic avian influenza virus.

Characteristic ~ Survived Median Died Median p-value

IQR) (IQR)
Leukocytes, 7.8 (7.1-12.0) 3.4 (1.7-5.6)t 0.0093
x10%uL
Neutrophils, 6.8 (4.8-9.9) 2.3 (1.1-3.8)f 0.0101
x10%uL
Hemoglobin, 130 (107-137) 121 (103-138) 0.6102
grams/L
Platelets, 214 (181-284) 86 (38-139)f 0.0101
x10%uL
Albumin, 34.5(31.2-35.1) 21.7 (10.4-29.4)t 0.0265
grams/L
AST, U/L 45 (28-69) 327 (77-352) 0.0077
Total 10.3 (7.6-16.8) 11.4 (7.0-27.1) 0.7921
bilirubin,
pmol/L
Urea nitrogen, 4.5 (3.4-5.5) 9(3.4-14.3) 0.0462
mmol/L

Tp<0.05, by Wilcoxon test or Fisher exact test.
Student should find out about the p-values andssital tests like the
Wilcoxon test and the Fisher exact test.

3.8.2 Interpretation of the Case Series on 95% cdidence
interval

Our best estimate of the case-fatality rate frord fu is 24%. With 95%
confidence the true case-fatality rate is likelyb® between 8.5% to
39.1%.

Note that this 95% confidence interval is quitedatdecause of the small
sample size (n=29).

Answer to 95% Confidence Interval for the CasedigtRate from Bird
Flu

The point estimate is

L™

Bl =241%

There are 7 persons who died and 22 who did notyes@¢an use the
following formula:

Confidenes Inporval = Z - JE{P' =Z- ?r
o
Substituting:

= o,
Pl
®

L
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W oo omgsds g 5%,
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95% confilense inderval = 0241 & L85 - of —

So, the 95% confidence interval is 0.085, 0.391.

=034 L 0155

3.8.3 Computing the Correlation Coefficient and Lnear
Regression

The module/unit on Descriptive Studies showed aalogic study
correlating per capita meat consumption and inadeaf colon cancer in
women from 22 countries. Investigators used comedata to compute
the overall consumption of meat by various natidmey then calculated
the average (per capita) meat consumption per pdrgalividing total
national meat consumption by the number of peaple given country.
There is a clear linear trend; countries with thedst meat consumption
have the lowest rates of colon cancer, and thencodémcer rate among
these countries progressively increases as meatigggtion increases.
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Figure 50: Correlation between colon cancer andt ro@asumption by
Chao 2005

Note that in reality, people's meat consumptiorbpldy varied widely
within nations, and the exposure that was calcdlatas an average that
assumes that everyone ate the average amount df fiea average
exposure was then correlated with the overall disdeequency in each
country. The example here suggests that the frequehcolon cancer
increases as meat consumption increases.

3.8.4 Analysis of Correlation Coefficient and Linar Regression
Information

As noted in the module/unit on Descriptive Studiesplogic studies
invite us to assess the association between tlepa@mtient variable (in
this case, per capita meat consumption) and therdigmt variable (in
this case, the outcome, incidence of colon canoemwomen) by
computing the correlation coefficient ("r"). Thisction will provide a
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brief outline of correlation analysis and demortstiaow to use the R
statistical package to compute correlation coedfits. Correlation
analysis and simple linear regression are desciibadater module for
this course.

The most commonly used type of correlation is RearSorrelation,
named after Karl Pearson, introduced this statestieind the turn of the
20" century. Pearsonismeasures thénear relationship between two
variables, sayX andY. A correlation of 1 indicates the data points
perfectly lie on a line for whicly increases aX increases. A value of -
1 also implies the data points lie on a line; hoeveY decreases as
increases. The formula foiis:

s COVEY)

where Cov (x,y) is the covariance of x and y dediras
EE-L{-F , )
=1 andéz ancy are the sample variances of x
and y, defined as follows:
2 -’ a2 med
T op-1 and ¥ s-i

Covin, )=

The variances of x and y measure the variabilityhef x scores and y
scores around their respective sample means of dXYartonsidered
separately. The covariance measures the varialofityre (x, y) pairs
around the mean of x and mean of y, consideredlimeously.

We can combine all of this into the following egoat

While this looks quite tedious, one can use R $tudéompute the
correlation coefficient quite easily.
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Figure 51:Visual inspection of the plot suggests a lineaatiehship with a strong
positive correlation, and the correlation coeffitie=0.90 confirms this.

3.8.,5 Simple Guidelines on Data Presentation

There are two fundamental methods for presentingisary information:
tables and graphs.

Tables are generally best if you want to be abled& up specific
information or if the values must be reported Bely.
Graphics are best for illustrating trends and mgkiomparisons

For examples of how to create effective tables amptaphs and how to
avoid pitfalls in data presentation:

In order to be useful, the data must be organisetl analysed in a
thoughtful, structured way, and the results mustdmmunicated in a
clear, effective way to both the public health worke and the
community at large. Some simple standards are useforomote clear
presentation. Compiled data are commonly summaiisttbles, graphs,
or some combination.

Simple guidelines for tables

Provide a concise descriptive title.

Label the rows and columns.

Provide the units in the column headers.

Provide the column total, if appropriate.

If necessary, additional explanatory informationyrba provided
in a footnoted legend immediately beneath the.titl

aghrwdbE
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Table 50: Treatment with Anti-hypertensive Medicaton in Men and
Women

Sex Number on Relative
Treatment / n Frequency, %

Male 611/1,622 37.7

Female 608/1,910 31.8

Total 1,219/3,532 34.5

Simple guidelines for figures:

1. Include a concise descriptive title.

2. Label the axes clearly showing units where appateri

3. Use appropriate scales for the vertical and hotaoaxes that
display the results without exaggerating them watiges that are
either too expansive or too restrictive.

4. For line graphs with multiple groups include a sienfegend if
necessary.

a0
=20

20

Use of Anthypertensive
Wedication )

1o

Male Fermale
Sex

Figure 52: Relative Frequency of Anti-hypertensiveMedication Use
in Men and Women

Question:

The Framingham Heart Study reported that in a samp8,326 subjects
the mean body mass index was 28.15, and the sthuoidsration was
5.32. What was the 95% confidence interval for gpulation's mean
body mass index?

Answer:
Wecanuse Xz*z s

n

with z=1.96 for 95% confidence. So the 95% confaemterval is
28.15 + 1.96. (5.3\’153326) = 28.15. 1.96 (0.0922) = 28.15 + 0.18 =
(27.97.28.33)
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Interpretation:
Our estimate of the mean BMI in the population 815. With 95%
confidence the true mean is likely to be betwee82@nd 28.33.

SELF ASSESSED EXERCEISES

I. How can you summarise data?

il. How do you produce basic figures and tables?

iii. How can you analyse the correlation between twoticoous
variables?

iv. ~ How can you apply this to the analysis and desonpof an
ecologic study?

V. How can you use R to do descriptive analyses?

4.0 CONCLUSION

In this Unit you must have learnt how to interpascriptive
epidemiologic results in order to develop hypotisesé possible risk
factors. You were exposed to case series and hogo tabout in the
presentation, analysis and interpretation of suata.dYou were also
exposed to scenario of an ecological case in oglatd correlation
coefficient and liner regression on analysis ares@ntation. Finally, you
leant about simple guidelines on data presentation.

5.0 SUMMARY

Descriptive epidemiology has Specific tasks of oonmoring and

reporting on the health status and health relatettatiours in

populations, identifying emerging health problenmaderting us to

potential threats from bioterrorism, establishindlc health priorities

for a population, evaluating the effectivenesstérivention programmes
and exploring potential associations between "fattors" and health
outcomes in order to generate hypotheses aboutebterminants of
disease. In achieving all this function of desdviptepidemiology is

important forgenerating hypotheses (possible explanations) about the

determinants of health and disease. By generajipgtheses, descriptive
epidemiology also provides the starting point foalgtic epidemiology,

which formally tests associations between poterditerminants and
health or disease outcomes.

6.0 TUTOR-MARKED ASSIGNMENT (TMA)

1. The Framingham Heart Study reported that in a sarapB,326
subjects the mean body mass index was 28.15, ansdtaimdard
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deviation was 5.32. What was the 95% confidencawal for the

population's mean body mass index?

What are the simple guidelines in data presentation

3. Describe formula for correlation coefficient ander regression.

4. What are the differences between correlation caefit and liner
regression?

N
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MODULE 4 OBSERVATIONAL EPIDEMIOLOGY
Unit 1 Descriptive Epidemiology

Unit 2 Analytic Epidemiology I: Case Control 8tu
Unit 3 Analytic Epidemiology Il: Cohort Study

UNIT 1 DESCRIPTIVE EPIDEMIOLOGY
CONTENTS

1.0 Introduction to Epidemiology

2.0  Objectives

3.0 Main Content
3.1  Descriptive Epidemiology
3.2  Characteristics of PERSON
3.3  Characteristics of PLACE
3.4  Characteristics of TIME

4.0 Conclusion

5.0 Summary

6.0  Tutor-Marked Assignment (TMAS)

7.0 References/Further Reading

1.0 INTRODUCTION TO EPIDEMIOLOGY

Epidemiology is considered the fundamental sciesicBublic Health,
and with good reason. Epidemiology is: a) a quaitinie basic science
built on a working knowledge of probability, staits, and sound
research methods; b) a method of causal reasomseplon developing
and testing hypotheses pertaining to occurrence @egention of
morbidity and mortality; and c) a tool for Publi@&lth action to promote
and protect the public’s health based on scierangsal reasoning, and a
dose of practical common sense. As a Public Hedidtipline,
epidemiology is instilled with the spirit that epidiologic information
should be used to promote and protect the Puliiealth.

Hence, epidemiology involves both science and &rPublic Health
practice. The termapplied epidemiologyis sometimes used to describe
the application or practice of epidemiology to adr Public Health
issues.

Examples of applied epidemiology include the folioge

. the monitoring of reports of communicable diseasdke
community
. the study of whether a particular dietary compomeiiuences

the risk of developing cancer.
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o evaluation of the effectiveness and impact of dedterol
awareness program

. analysis of historical trends and current datartgeut future

public health resources.

The wordepidemiologycomes from the Greek wor@pi, meaning “on
or upon,”demos meaning “people,” antbhgos meaning “the study of.”
Many definitions have been proposed, but the falhgwdefinition
captures the underlying principles and the publealtn spirit of
epidemiology: “Epidemiology is thestudy of the distribution and
determinants of health-related states or eventsin specified
populations, and theapplication of this study to the prevention and
control of health problems.” This definition of dpmiology includes
several terms which reflect some of the importanhgiples of the
discipline. As you study this definition, refer ttoe description of these
terms below.

Study: Epidemiology is a scientific discipline, sometimealed “the
basic science of public health.” It has, at itsnidation, sound methods
of scientific inquiry.

Distribution: Epidemiology is concerned with the frequency antipa
of health events in a population. Frequency incduag only the number
of such events in a population, but also the rates& of disease in the
population. The rate (number of events dividedibg sf the population)
is critical to epidemiologists because it allowsid/@omparisons across
different populations.

. Pattern refers to the occurrence of health-relateghts by time,
place, and personal characteristics.
. Time characteristics include annual occurrence, s

occurrence, and daily or even hourly occurrenceinduman
epidemic. It also includes such temporal factorsualdisease
occurrence like the natural history of the diseéisee-incidence
curve (epicurve) duration of disease, etc.

o Place characteristics include environment contgeipgraphic
variation, urban-rural differences, and locationvadrksites or
schools.

o Personal characteristics include demographic fagoch as age,

race, sex, marital status, and socioeconomic stasisvell as
behaviours and environmental exposures.

This characterisation of the distribution of healthated states or events
is one broad aspect of epidemiology caltecriptive epidemiology
Descriptive epidemiology provides théhat, Who, When, andWhere of
health-related events.
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2.0 OBJECTIVES
By the end of this unit, you will be able to:

. define epidemiology
. describe the three main characteristics of deseept
epidemiology.

3.0 MAIN CONTENT
3.1  Descriptive Epidemiology

Determinants: Epidemiology is also used to search for causeo#ret
factors that influence the occurrence of healthtsel eventsAnalytic
epidemiology attempts to provide thehy and How of such events by
comparing groups with different rates of diseaseuoence and with
differences in demographic characteristics, geneticimmunologic
make-up, behaviours, environmental exposures, aher oso-called
potential risk factors. Under ideal circumstan@sdemiologic findings
provide sufficient evidence to direct swift andeefive public health
control and prevention measures.

Health-related states or events: Originally, epidemiology was

concerned with epidemics of communicable disedde=n epidemiology

was extended to endemic communicable diseasesoardammunicable

infectious diseases. More recently, epidemiologethnds have been
applied to chronic diseases, injuries, birth defestaternal-child health,
occupational health, and environmental health. Newen behaviours
related to health and well-being (amount of exercseat-belt use, etc.)
are recognised as valid subjects for applying epidl®gic methods. In

these lessons, the term “disease” to refer to dnge of health-related
states or events.

Specified populations: Although epidemiologists and physicians in
clinical practice are both concerned with diseasd the control of
disease, they differ greatly in how they view “ghagient.” Clinicians are
concerned with the health of an individual; epidelogists are concerned
with the collective health of the people in a conmiyi or other area.
When faced with a patient with diarrheal disease, dxample, the
clinician and the epidemiologist have differenfp@ssibilities. Although
both are interested in establishing the correcgribais, the clinician
usually focuses on treating and caring for the viddial. The
epidemiologist focuses on the exposure (actioroarce that caused the
illness), the number of other persons who may hiagen similarly
exposed, the potential for further spread in themrooinity, and
interventions to prevent additional cases or remaes.
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Application: Epidemiology is more than “the study of.” As a dnioe
within public health, epidemiology provides data ftirecting public
health action. However, using epidemiologic datarisart as well as a
science. Consider again the medical model usedeall@vtreat a patient,
a clinician must call upon experience and creatiag well as scientific
knowledge. Similarly, an epidemiologist uses theersiific methods of
descriptive and analytic epidemiology in “diagnaginhe health of a
community, but also must call upon experience arehtwvity when
planning how to control and prevent disease ircimamunity.

Descriptive epidemiology is the study of the amoamd distribution of

disease within a population by person, place ame.tin other words,

descriptive studies are carried out in order teeine the frequency of
a disease, the kind of people suffering from itevehit occurs and when
it occurs. Descriptive studies identify non-randamriations in the

distribution of disease. At the end of the stutlg investigator is able to
generate putative hypothesis, which is a testatelegsition regarding the
etiology or cause of (risk factors for) the diseasequestion. This

hypothesis can either be accepted or rejected sditae further studies,
using appropriate analytic epidemiological studgiges.

Descriptive studies are difficult to carry out iav@loping countries due
to lack of basic census data on the numbers, desistcs and

distribution of people. A descriptive study may qoiee observations
made at one point in time, known as cross-sectisioaly. It may also be
made of observations repeated in the same commaowvetya prolonged
period of time, known as longitudinal study. A gpoaf individuals may

be followed up for many years and observed forgpast of development
of illness among them.

Descriptive studies yield information that may beed for planning,
implementation and evaluation of health servicés target people with
the prevailing health problem, their location aidet of occurrence of
the problem can be identified and appropriate reesednd resources
channeled to them. In etiological enquires, detiegstudies can lead to
a specific hypothesis relating a suspected etiokdactor to a disease
entity. Examples are the suspected relationshipvd®t cigarette
smoking and lung cancer, and that between Burkittimphoma and
malaria.

Descriptive studies also identify problems thatuisg) further studies
using other epidemiological methods. Descriptiveidemiological

studies form an essential part of information ndgdeunderstanding the
inter-relationship between the environment, theeae agent and the
human host (Epidemiological Triad) in many infeasoand parasitic
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diseases. For exampMibrio cholera is the causative agent of cholera,
but outbreak of cholera epidemic is determineddrjous environmental
factors such as water supply, methods of refusesamhge disposal,
prevalence of cholera carriers, personal hygieow] hygiene, attitude to
and utilisation of medical services.

Descriptive studies usually make use of routinelfected data (archival
data) such as hospital records, birth and deatistratjon records.
However, in some cases, the data required for tingose of describing
disease distribution in a population and relatediabdées are not readily
available. In these circumstances, it becomes naerti that special
surveys should be conducted in order to provide rifagerials for a
descriptive study. These are known as cross-sedtisurveys, which
involve the collection of data in a planned marfoea specific purpose.

Cross-sectional studies are also known as pointafeace surveys. In
descriptive studies, some broad questions mustd&eaed at the end of
the process:

e Who are affected (i.e. the person)?

e Where do the cases occur (i.e. the place)?
e When do the cases occur (i.e. the time)?

Descriptive Epidemiology
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Figure 1.2

141



PHS 803 FUNDAMENTAL PRINCIPLES OF EPIDEMIOLOGY AND DISEASE
CONTROL

Graphical Pictorial Diagrams of Distribution of Person, Place and

Time in Descriptive Epidemiology. Ekanem (2015). Lecture Notes on
Epidemiology. College of Medicine, University of Lagos, Nigeria.

3.2 Characteristics of PERSON

Information about patients or study subjects islymea to show the
distribution attributes or variables as the casg b® An attribute is a
quality or characteristic of a person e.g. sexaiable is a quantity that
may vary in value e.g. age, parity, etc. The thrkaracteristics of a
person that are almost always specified in anyegpidlogical study are
age, sex and race or ethnic group. These are kramvmdemographic
characteristics. Other less frequently used chaniatits are social class,
occupation, marital status and place of resideDescriptive studies also
involve information on family and personal charastecs. The
commonly used demographic characteristics arellasvis

3.21 Age

Mortality and all morbidity rates of almost all Hiéaconditions show
some relationship to age. Mortality rates frontallses are higher at both
extremes of age for both males and females obats. Mortality rates
are fairly high in infancy especially after the age6 months when
maternal immunity decreases. After this period,dbath rate decreases
markedly and reaches its lowest point betweengles af 5 and 14 years.
The rate then climbs gradually until the age ofyé@rs when it then
increases exponentially, almost doubling with easgtade. Age is
equally related to patterns of morbidity. Morbiditsgtes for chronic
conditions tend to increase with age e.g. arthdéntal problems etc. For
acute conditions, the relationship is less consist&¥oung children
readily acquire respiratory infections after thee agf 6 months when
passive immunity derived from mother at birth (rmaéd/puerperal
immunity) wanes. Some occupational diseases aaterkto the ages of
the workforce. These diseases are caused by ocoulagxposure or are
somehow else occupationally related. The longepleeare exposed to
hazards of the workplace, the more likely theytarsuffer from these
occupational diseases. Most occupational inducselagdies are therefore
found in older workforce.

3.2.2 Sex

Mortality rates from all causes (with the exceptagynecological and
obstetrical matters) are higher in males thannmales of all ages and in
all races. Fetal and neonatal death rates arehadber in males. The
higher the death rates for males may be due tdirsksd inheritance or
to differences in hormonal balance, environmenthabit patterns.
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However, the sex difference in mortality rates eamgreatly for different
disease entities. For homicide, the male-to-ferratie is almost four but
for suicide and chronic respiratory disease, iapproximately three.
There is an almost equal sex differential for isoleheart disease,
congenital anomalies and diabetes mellitus. Coelgriemales usually
have increased morbidity than males for a numbdifterent conditions
and in almost all age groups, especially the rejpetide age group and
after the age of 45 years. This is reflected infélce that they report more
for illness and attend hospitals and health institis more. Women also
seek medical help at an earlier stage of the #Bin€ke same disease also
tends to have a less lethal course in women than iifeese differences
are from patterns of sick role and illness behavitargely sociological,
cultural and psychological.

3.2.3 Ethnic Group and Race

Many diseases differ markedly in frequency, seyanitboth in different
racial groups. Statistics by race also help iniifgng health problems.
Some observed differences are due to differenceso@io-economic
status e.g. the non-white population United Statésnerica have higher
mortality rates than the whites, but in recent ge¢be gap has continued
to narrow. Blacks have higher rates of hypertensieart disease,
cardiovascular accidents, tuberculosis, syphilsnicide and accidental
deaths than the whites. Cancer of the cervix ibérign black females,
while cancer of the breast is higher in white fessalSickle cell disease
is virtually restricted to blacks. Alcoholism igean Jews because of their
religion, which discourages it.

3.2.4 Marital Status

Marital status has been found to be associatedtivgltevel of mortality
and morbidity of both sexes. Death rate from mpst#ic diseases and
from all causes combined, have been found to varg fowest to highest
in the following order: married, single, widoweddadivorced. Better
health of the married in most cases may be at&ttd the psychologic
and physical support provided by the spouse. Mastttus in women
may affect health as a result of differences inuakgxposure, pregnancy,
childbearing and lactation. Cancer of the cervixmiere prevalent in
married women and may also be affected by earlyaesxposure and
multiple partners. In contrast, cancer of the dréasnore common in
single women, but its occurrence may also be initee by hormonal
balance. Sexual activity is important in morbid&gd mortality rates
because it affects the risk of pregnancy and sextrahsmitted diseases.
Pregnancy and childbearing entail special riskhéowomen as well as
possible effects on subsequent development of caMany problems
are associated with pregnancy, delivery and puenperIn early
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pregnancy, there may be the problem of either sp@ous or induced
abortion with the associated complications. At gesiod, there may also
be the problem of a ruptured ectopic pregnancy. arde the end of
pregnancy, there may be the problem of pre-eclaammdiich may lead
to death. Other demographic variables are: SodadC Occupation and
Family Variables.

3.3 Characteristics of PLACE

Diseases differ in frequency in terms of geograpboation or natural
barriers such as mountain ranges, rivers or desertdy political
boundaries. These variations in frequency oftervigde clues to the
possible causes of these diseases, and subsegenplyssible ways of
controlling them. Natural boundaries are more uséfan political
boundaries in eliciting the cause of disease. Hawnepolitical
boundaries provide denominators for rate of diseésen census data.
They also collect information on cases (numeratavhjch are used for
planning and provision of services. For examplecal government area
health department may need to know the number rsbps with newly
diagnosed cases of tuberculosis residing in ita afgurisdiction, the
number of persons living with acquired immune deficy syndrome, or
the number of handicapped children unable to atsaiabol. Political
boundaries are often arbitrary and may either bis@mogenous areas or
join disparate ones. An example of the latter sibmais a typical
metropolitan city in Nigeria with variations in H#taand socio-economic
conditions.

An area defined by natural boundaries may havecpéat environmental
or climatic conditions such as temperatures, humidainfall, altitude,
mineral content of soil or water supply. The natafehe terrain also
affects economic activities and patterns of trangpion, including
access to medical care facilities. Characteristds physical and
biological environment can cause certain diseasbs tnore prevalent in
certain places compared with others. Diseases dbatr in specific
environmental condition are known gtace diseases. Examples are
parasitic and infectious diseases, which occur rfrecpiently in tropical
areas.

3.3.1 Urban-Rural Variations in Health and Disease

Globally, extensive migration has been taking plawer the years from
the rural to the urban areas. The causes havetbeavailability of jobs
and other attractions in the cities, coupled v mechanisation of farm
work and consequent decrease in the number ofijoltlse farms. In
Nigeria, the urban dwellers constitute 35 percéithe total population,
while the rural dwellers make up 65 percent. A éapgoportion of the
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rural dwellers are disadvantaged through illiteradgck of job
opportunities, malnutrition, disease, and a shertaignedical personnel
and facilities. A good number of people living inetrural areas are
farmers, and so suffer from occupational healttblems of agricultural
workers. These are farm accidents which result frtra use of
mechanised equipment without the benefit of prog@@ning, supervision
and regulation. Other problems are skin cancers, result of repeated
exposure to pesticides and other chemicals ustdnmng. Agricultural
workers also suffer from exposure to a variety aérororganisms such
as tetanus, anthrax among others.

Besides, city dwellers also suffer from a varietyhealth hazards as a
result of their peculiar location. An important plem is that of air
pollution, chiefly due to a concentration of indist and automobiles
that emit some noxious gases into the atmospheymeSextensive
changes are necessary in order to reverse theatrgnvironmental
deterioration in the form of air pollution in theban areas. The big cities
are also home to variety of social vices such asitide, terrorism and
other acts of violence. The habits of the urbanldnsalso favour the
spread of sexually transmitted infections, inclgdiIV/AIDS, as well
as drug and substance abuse. In as much as tloéderps are not limited
to urban cities, a greater proportion are presettiese places.

Similar problems are springing up in the rural arbacause of easier
communication from improved means of transportation

3.4 Characteristics of TIME

Disease occurrence in populations is often relaietime. This is often
expressed on a monthly or annual basis. When caoeerof disease is
expressed every 10 years, it is known as decebasas, e.g. 1993, 2003.
In places where population counts are regular,usnosunts are used to
calculate rates of disease occurrence rather tstanated population. If
a particular disease is not commonly present iaraa, several years may
be combined to provide the rate occurrence. Theadisin question must
have stable rates. The three major types of chemdisease occurrence
with time are as follows.
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Figure 1.2
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Graphical Tree Diagrams of Time Distribution in De<riptive
Epidemiology. Ekanem EE (2015). Lecture Notes on Epidemiology. College of
Medicine, University of Lagos, Nigeria.

3.4.1 Secular Trends

This term refers to changes over a long periodnoé t years or decade
i.e. long-term fluctuations. It occurs in both iatieus and non-infectious
conditions. Secular trend has been noted in someecs e.g. mortality
rates from cancers of the lung and pancreas has i@ed to increase
in the United States of America. This may be duédtier diagnostic
procedures. Secular trends may also be observadeté@rence to deaths
from diseases. It is worthwhile to consider howyttege related to
changes in both incidence and survival from theaBs. Death rates are
similar to incidence rates if the disease is fated death occurs shortly
after diagnosis. An example is lung cancer, wittigh and early fatality
rate. Apparent changes in secular trends may heee due to changes
in doctors’ index of suspicion, in diagnostic metkpand changes in
rules for reporting and coding causes of death eathd certificates of
some countries.

3.4.2 Cyclic Changes

Cyclic changes are recurrent alterations in thqueacy of disease or
death. The cycles may be annual i.e. seasonal, ay nave other
periodicity. Seasonal changes in frequency of disear death are
observed in many conditions, both infectious and-mdectious.
Examples are measles and influenza epidemic, wiget to occur every
two to three years in some areas. Leptospirosisoi® prevalent during
the holiday season, when a lot people indulge imsmng and fishing
and therefore get exposed to Leptospira, a tympiobchete presents in
water that is contaminated with the urine of inéectanimals. In
temperate countries, overall death rates from allises fluctuate
markedly by season, becoming higher in winter thasummer. Injuries
in children also show some periodicity, with incged rates during the
holiday period. No seasonal pattern has been foutiee onset of cancer,
except in the case of malignant melanoma of theupytremities, which
has been noted to increase during summer monthsessilt of increased
ultraviolet radiations from the sunlight. Howevether factors such as
age at exposure and outdoor activities, espedcraliye youths are likely
to have some effects on the onset of melanoma.sitity of seasonal
changes has been used for evaluating the rolesetirvectors in disease
transmission, since these vectors thrive more maire conditions of
temperature and humidity.
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In addition to seasonal patterns, diseases shogvtkrm trends that are
cyclic in nature; hence it is referred to as secualzlicity in disease
occurrence. Secular Cyclicity, therefore, is thecroeirring (cyclic)
changes in the pattern of occurrence of diseaselawve periods of time,
often encompassing several decades. With infectidbigsases, this
phenomenon is often determined by changes in ttieganicity or the
virulence of the etiologic agent of the diseasmayg be caused by genetic
changes, as well as long term changes in the stisitigpof the host.

This phenomenon of periodicity in the occurrenceaoflisease in a
population in which changes occur gradually oveglperiods of time is
important consideration in disease control programgm It is a

particularly important consideration in the freqaognof disease
encompassing several decades. Major factors indlngn secular
cyclicity are changes in the genetic make-up (geoel) of the host
population and in that of the agent of the diseasenay result from
nutrition.

3.4.3 Short-term Fluctuations

An epidemic is the best known short-term fluctuatiib is define as “The
occurrence in a community or region of cases afia@ss or other health
related events clearly in excess of normal expegtanThe level of

normal expectancy in the occurrence of diseasepapalation is often
referred to as itendemicity.

There are three types, namely: Common source epderopagated
epidemics and Slow (modern) epidemics. Common soep@emics can
be divided into Single and Continuous exposuresirigle exposure, it
can occur due to an infectious agent or as a resatintamination of the
environment and develops within one incubationqekriThis epidemic
curve rises and falls rapidly, usually has one peak

Epidemiologists call this dolomintic curve, characteristic of mass
exposure of susceptible persons (virgin populatior@n infectious agent
of disease over short time interval. It tends t@kglosive (i.e. clustering
of cases within a short-time). In continuous expesthis occurs when
the exposure from the same source is prolonged thedepidemic
continues more than one incubation period. Theezpid reaches a sharp
peak, but tails off gradually over a long periodtiofie, for example, a
well of contaminated water or nationally distribditeaccine (polio
vaccine) or food; water-borne cholera. Epidemiddtgyirefer to this
pattern of time-incidence curve agpesodemic curve Typically, the
curve tappers as the rate of transmission to stistepersons decline.
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4.0 CONCLUSION

Descriptive epidemiology provides data regarding ilagnitude of the
disease load and types of disease problems. Instefrmorbidity and
mortality rates and ratios, it provides clue addegthat are associated
with disease occurrence and help in the formulatbman etiological
hypothesis. It provides background data for plagniorganising and
evaluating preventive service. Contribute to reseaby describing
variations in disease occurrence by person, pladdime.

5.0 SUMMARY

You should now be able to describe key aspecth@epidemiological
approach to health events in terms of the evenstiloution in person,
place and time. You should be able to understaitttepological models
of causation of disease. You should be able to nstaed that results of
epidemiological investigations are required to jevinformation about
the natural history of disease and prognosis, anchdlp identify

appropriate interventions and measures of comrplblic health.

6.0 TUTOR- MARKED ASSIGNMENT (TMA)

1. Define the term epidemiology
2. Discuss the characteristics of PERSAMCE and TIME in
the concept of descriptive epidemiology.
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1.0 INTRODUCTION

The last module dealt with descriptive epidemiologfich is used to
identify groups with high or low rates of a speciflisease or health
condition. This information is used to plan and lempent health
programmes that are aimed at ameliorating the profl Analytic studies
are then used to determimdny the rate is high or low in a particular
group. Analytic epidemiology studies are hypothésgting studies that
are used to verify the hypotheses that were gesgeedter the descriptive
studies. The purpose of hypothesis testing is tfywthe association
between a suspected risk factor and the disedke meneral population.

CLASSIFICATION OF EPIDEMIOLOGICAL STUDIES

[E pidemiological

Studies
iohservaﬂonal I | Experimental |
| | | | ) L]
(amatvucn) | mex ) Fio o] Eommme)
! | | 1
r T e

Figure 2.1: Graphical Classification of Epidemiologcal Studies.An
I ntroduction to Applied Epidemiology and Biostatistics, Second Edition. Center for
Disease Control, USA (1992).

2.0 OBJECTIVES
By the end of this unit, you will be able to:

o define case control study
o describe the procedure for conducting case costuoaly
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3.0 MAIN CONTENT
3.1 Analytical Studies

Analytic studies are then undertaken to test sjgduyfpotheses. Samples
of subjects are identified and information aboupasure status and
outcome is collected. The essence of an analytityss that groups of
subjects are compared in order to estimate the agnof association
between exposures and outconfgsalytical studies are done in order to
find out if an outcome is related to exposure. Toay take the form of
observational (we don’'t influence the populatiorgs well as
interventional/experimental (we influence the p@pion, e.g.: clinical
trials; we give drugs). There are four main typésumalytical studies:
Ecological, Cross-sectional, Case-control and Cohor

3.2  Case-Control Study

Case control studies are also known as retrosgestiMies. They are the
first approach to estimate the cause-effect relatipp between a
suspected risk factor and a disease. The casest@tiidy design has
three distinct characteristics:

1. Exposure to risk factor and disease must have oeturefore the
start of the study.

2. The study goes backward in time from effect to eaus

3. A control or comparison group is used to supporefute inference.

In a retrospective study, people diagnosed as bavitisease (cases) are
compared with persons that do not have diseasdr¢ten The purpose
is to find out if the two groups differ in the prapion of persons that
have been exposed to a specific factor or factote past. This type of
study is a backward-looking one. It is called aogpective study because
it compares the cases and controls with regardkdopresence of a
suspected etiological factor or factors in thestgaxperience.
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... Case- Control Studies

Design of a case-control study

Time

Direction of enquiry

Exposed

Cases —
Not exposed
Population
— Controls fo—

Not exposed

Retrospective study

3.3 Steps in Conducting A Case-Control Study
Four steps are involved in conducting a case cbstidly.

Selection of cases and control
Matching

Measurement of exposure
Analysis and interpretation

PP

3.31 Selection of Cases and Controls
. Selection of Cases

Certain guidelines are followed when selecting sa8ecase is first of all
defined my means of diagnostic criteria and thgestaf disease if any,
e.g. cancer of the cervix stage I. The case muspéeified before a study
is started. All the cases to be studied must belorige same clinical or
histological group. Eligibility criteria must be lagred to. An example is
the requirement in a particular study that only hyediagnosed cases
(Incident cases) within a specified period of tiare to be studied. The
old cases or those in advanced stages of the digees/alent cases) are
not included in the study.

Cases for a study should be all newly diagnose@mat(incident cases)
with specified characteristics during a specifiegrigd of time in a
defined population. Incident cases are preferabjgévalent cases made
up of people that are currently sick (both old aegv cases) as a result
of the disease under study. Prevalent cases dimciatle patients that
have had a short course of the disease, havingrapgty cured or died.
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This could introduce bias into the study becauerent risk factors may
induce or maintain a disease. The bias may be redchby including
deceased cases and those that are alive intoutlg. f2eceased cases
may also be selected for a study especially ifdisease that led to the
death is a rare one. These cases are obtainechyepital records, death
certificates, employers’ records, and the generapufation, etc.
Information about cases may be gathered by thesdhsenselves, their
relatives and friends or from records. It is mayawenient to select cases
from hospital, either randomly or a series of patdhat

presented at the same time (case series). In @lgimm-based study,
cases of adisease that occur within a definedrgpbg area are selected.
This is done through a health survey, a diseassstrggor hospital
network. The case series or a random sample theggents the cases in
the community may be selected.

. Salection of Controls

This is more difficult than selection of cases. Toatrols, which must
be free of the disease under study, should resethbleases in other
characteristics. The controls must not be exposedhé suspected
causative factor of the disease under study. Setecof an appropriate
control group is necessary in order to make goaupavisons, draw
inferences and make judgments about the invesiigatiVhen studying
large number of cases, an investigator may useamgol for each case.
If the total number of cases is small (less tha)) &@o to four controls
may be used for each case. The control shouldibeted from more than
one source in order to prevent selection bias. Hewdhe controls may
be sourced from hospitals, relatives and neighbbrases, or from the
general population.

3.3.2 Matching

Matching is the process of selecting controls ichsa way that they are
similar to cases with regard to certain pertinegriables, e.g. age, sex,
race, occupation, socio-economic status, educdtieval, which are

known to influence the outcome of disease. If tloatols are not

adequately matched with the cases, comparabilityvden the two

groups would not be ensured and the results coaldibtorted or

confounded.

e Confounding Variables
Confounding variables are factors that are knowheassociated with
both the exposure of interest and causally withdisease under study.

In other words, confounding variables are also faskors for the disease
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under study or could modify the risk factors. lingportant to remove the
influence of these in order to remove bias that ax@se. Examples are
age, educational level and socio-economic statis¢hvare common
confounding variables that are often associateld @iposure and disease
under study. Another example of confounding vagablthe study of the
association between lung cancer and cigarette srgplihere cases of
chronic pulmonary disease were used as controlmokig affects
chronic pulmonary disease as well as lung cancer.

When designing a study, bias should be removedditgimng cases and
controls with respect to the confounding factor2® year-old married
female graduate of Ibo origin (case), may be matahieh another 2512
year-old married female graduate of Ibo origin col). This is referred
to as pair-wise matching technique and it is comnmitwin studies.
Group matching may also be done, so that the nregdiactor is divided
into strata and the control group chosen so tledt thstribution is similar
to that of the cases. This is called frequency hiatr technique.
Matching is only done on the most important conftiog variables;
otherwise it can lead to matching of the risk factoder study. Couple
with that, the cost of matching may be too higlpeeslly if there are
several matching variables and if suitable matdresdifficult to find.
These problems may inadvertently prolong the domabtf the study.
Errors of confounding variables may further be reetbby statistical
methods of stratification and regression techniques

3.3.3 Measurement of Exposure

Criteria and definitions of exposure or variabigkich may of etiological

importance, are specified at the beginning of tbdys Information about
exposure is obtained in a similar way among thesasd controls. This
may be done by means of interviews, questionnagseaninations, focus
group discussions, use of check lists, studying pasords such as
hospital records or employment records, etc. Blasukl be avoided

while measuring the exposure by blinding the inlgesor.

3.3.4  Analysis and Interpretation

This involves two steps:

1. Exposure rates among cases and controls to sudpsagical
factor
2. Estimation of disease risk associated with expoguads ratio).
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Cases Controls
With lung cancer) ithout lung cancer)
ers A B
smokers C D
(atc) (b+d)
. Exposure rates:

Cases = al/(a+c), Control = b/(b+d)
e Estimation of Risk (Odds Ratio):

Odds ratio is also known as cross-product ratics # key parameter in
the analysis of case control study. Odds rationmseasure of the strength
of association between risk factor (exposure ocejpisbility factors) and
health outcome, measured as dichotomous varidbiesclosely related
to relative risk, another measure of the stren@thssociation between
exposure and outcome when both variables are esqess a
contingency cross-classification. Odds ratio isiapple in the following
conditions:

1. The disease being studied must be relatively rare.
2. The cases must be representative of those witlisiease.
3. The controls must be representative of those wittimaidisease.

3.3.5 Advantages of Case-Control Studies

1. Case control studies are relatively easy to conduct

2. Case control studies are comparatively rapid aedpansive to
carry out.

3. They used to investigate rare diseases or disedsag which
little is known.

4. Case control studies constitute no particular taskubjects.

5. Results can be obtained relatively quickly becahsediseases
under study are already present, or have occunrétkipast.

6. Retrospective studies can identify more than askdr in the same
set of data.

7. Rational preventive and control measures can hdutesl after

identifying the risk factors.

8. There are no attrition problems because case d@tiidies do not
require follow-up of individuals into the future.

9. Ethical problems are minimal in case control stadie
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3.3.6 Disadvantages of Case-Control Studies

1. High chances for bias.

2. Validation of information obtained is difficult osometimes
impossible.

3 Selection of an appropriate control group may iffecdlt.

4. We cannot measure incidence, and can only estithat®dds
ratio.

5. Not suited to the evaluation of therapy or propkig of a disease.

3.4 Sources of Bias in Case-Control Studies

Bias is recurrent or systematic error in the deieation of association
between the exposure or risk factor and diseases. &fects the relative
risk estimate by increasing or decreasing it. Tifferént types of bias in
epidemiological studies are as follows:

3.4.1 Bias due to confounding

A bias may arise when a confounding factor thagc$ both exposure
and the disease under study is not taken into acaolien selecting the
controls and cases. This type of bias can be redhtwyeadequately
matching the controls to the cases.

3.4.2 Memory or Recall Bias

Memory or recall bias occurs when cases and cadirel asked questions
about their past medical history, and cases hawdiffarent recall
compared with the controls. The cases are moréyltkeremember the
existence of certain events, habits or factors thanhcontrols who are
healthy persons.

3.4.3 Selection Bias

This type of bias occurs when the cases and cardrelnot representative
of the cases and controls in the general populafidrere may be
systematic differences in the characteristics sésand controls.

3.4.4 Interviewer's Bias

Bias may occur when the interviewers knows the thygsis that is being
tested by the study, and is also aware of who #seg are. He may
therefore question the cases more thoroughly thamrantrols regarding
a positive history of the suspected etiologicatdacAllotting equal time
to the questioning of cases and control can chi@skype of
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bias. Double blinding, where the interviewer and #tudy subjects do
not know whether they are cases or controls, cao a&liminate
interviewer’s bias.

4.0 CONCLUSION

The case-contro$tudy, the other type of observational study is enor
common than the cohastudy. In a case-control study, we enrol a group
of people with disease (“cases”) and a group witlligease (“controls”)
and compare their patterns of previous exposurke. kKey in a case-
control study is to identify an appropriate conter comparison, group,
because it provides our measure of the expectedir@nod exposure.

5.0 SUMMARY

In this unit, you have learned about the key fesguof case-control
studies. You should now be able to describe theifes of a case-control
study, understand the importance of the selectioreases and control,
discuss the potential sources of bias, and undetdtze strengths and
limitations of this sort of study.

6.0 TUTOR MARKED ASSIGNMENT (TMAS)

There have been recent media reports of a suspassediation between
the consumption of an Eastern Nigerian delicacyupaorpy known as
“Nkwobi” and the development of breast cancer among Nigeviomen.
Design a case-control study to confirm or refuesthreports.
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1.0 INTRODUCTION

Cohort study is known by a variety of other nanm®espective study,
longitudinal study, incidence study, and forwarddmg study. It is a
type of observational study in analytic epidemiglogvhich aims to
obtain additional evidence to support or reject #wstence of an
association between a suspected risk factor orecand a disease or
health status outcome. In this type of study, aigrof people known as
cohort, who are considered to be free from of @mjidisease, but who
vary in exposure to a supposed etiological facte followed up in time
to see who will develop/developed the disease ustlely. A cohort is
defined as a group of persons who share a commaracieristic or
experience within a define time period (e.g. ageupation, students in
class, exposure to a drug, exposure to particaleecine, pregnancy, etc.).
Recruitment into a cohort is on the basis of expasu

A birth cohort is a group of people born on the satay or in the period
of time. A birth cohort of 2003 comprises all thebies born in that year,
in the defined population. A marriage cohort israup of men and
women that are married on the same day or at time geriod of time.
An occupational cohort is a group of people thateargaged in the same
occupation. A group of persons that are exposetidcsame infection,
drug or vaccine within a specified period of timmstitute an exposure
cohort. A cohort might be a group of persons thavised a particular
type of infection or health problem. These persares classified with
regards to exposure to hypothesised risk factog.ifitlividuals represent
the total population with respect to exposure amt-exposure to the risk
factor. The main features of a cohort study ark®ws:
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o The cohorts are identified before the appearanbsefwation) of
the disease under investigation.

. The study groups, so defined are observed foriager time to
determine the frequency of disease among them.

o The study proceeds forward from cause to effect.

Study begins Outcomes

time

Disease

No disease

Disease

Unexposed
group
No disease
2.0 OBJECTIVES
By the end of this unit, you will be able to:
o define cohort study
o describe the procedures for conducting cohort study

3.0 MAIN CONTENT
3.1 Cohort Study

One method of establishing an association betweposeire and disease
is to follow a population over time. In a cohoridy, participants are
followed over time to see whether they developdisease of interest.
Cohort studies have long been used as forms ofalaperiment, since
defined groups are followed as they would be inrdarvention trial,
although the investigator’s job is purely to obseand not to intervene.
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3.2  Types of Cohort Studies
3.2.1 Prospective Cohort Studies

A prospective cohort study is one in which the dsgeor other outcome
has not occurred at the beginning of the invesbgatlt starts in the
present and continues to the future. An examptadasUnited States of
Public Health Services Framingham Heart Study ttested the
association between cigarette smoking and lung ezart€ohorts of
smokers (exposed) and non-smokers (non-exposedpléowed up in
time to see who develops lung cancer. The prindipding was that
smokers had more cases of lung cancer comparedneitlsmokers.
Since the disease has not yet occurred when tllg stas undertaken,
this was a prospective cohort design. A similadgtdesign was the
evaluation of the long-term effects of exposure whnium and
occurrence of lung cancer. A cohort of uranium msnand another
comparison cohort of non-miners were observed lf@r subsequent
development of lung cancer. The uranium miners lad excess
frequency of lung cancer compared with the non-nsine

Prospective o el *®
Cohort Study e 'l'-g'

( We need to understand
determinants of heart °
disease in women. i ol 17 g T

Enroll & assess o lo ° 'I *
exposures

5 Compare
incidence of
heart attack
[ 1] M T O
(1] I L
Follo every 2 years

| ||
[1]
w-up

3.2.2  Retrospective Cohort Studies

Other names for the retrospective cohort studyttaeehistorical cohort
study, prospective study in retrospect and non-goeat prospective
study. The outcomes of the study have already oedurefore the start
of the investigation. The study cohorts are setefitem existing records
of past events, such as medical, school and emgoymecords. The
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events are then followed forward in time from atpdeste fixed on the
records, which may be many years previously.

Examples are studies of occupational exposuresasittte role of arsenic
in human carcinogenesis, the study of lung camceranium miners, and
the study of mortality of physician in relationtteeir probable exposure
to radiation. A more recent study was that of a tisease, angiosarcoma
of the liver in relation with poly-vinyl chlorideRetrospective cohort
studies are generally more economical and quickerdduce results than
prospective cohort studies.
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3.2.3 Combination of Retrospective and ProspectvCohort
Studies

In this type of study, the cohort is selected fiomst records and assessed
during a particular date that has passed for ouecdrne same cohort is
then followed up prospectively into future for tuet assessment of
outcome. This design of study was employed in thdysof the effects
of radiation in the etiology of leukaemia and aptaanaemia, following
radiotherapy for ankylosing spondylitis. A cohodsvassembled in 1955
consisting 13,352 patients suffering from ankylgsspondylitis who had
received large doses of radiation therapy durin@layear period
spanning 1934 t0 1954. Mortality from leukemia apdastic anaemia
was found to be higher in the study cohort compaved the general
population. A prospective component was addeddastady in 1955 by
identifying deaths that occurred in subsequentsyear
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3.3 Procedures for Conducting Cohort Study
The procedure for conducting cohort include

Selection of study subjects
Collection of data on exposure
Selection of subjects for comparison
Follow-up

Analysis

aghrwpE

3.3.1  Selection of study subjects

The study subjects are either selected from thergépopulation or are
made up of special groups of people that can l#ilyestudied and have
different degrees of exposure to the etiologicaltda The general
population is studied when the exposure to the faskor for a health

problem is fairly frequent. The study subjects ddaeside in well-

defined geographical, political and administra@veas. A sample that is
representative of the general population may bd iigbe population is

very large. The special groups are either made fugelect groups or
exposure groups. Selected groups are homogenocsnstitution and

may be professional groups (e.g. doctors, nurgsghers, engineers,
civil servants, traders, farmers), pregnant womerdergraduates, war
veterans, volunteers, etc. These groups are reaibessible for

prolonged follow-up. Another type of special gro@ps exposure groups
made up of persons that have been exposed tospeded causal factor
of a disease or health problem. If the exposurears, it is more

economical to study the exposure cohort. Readibessgible exposure
cohorts are workers in industries and those in dnigk situations like

radiologists that are exposed to harmful rays. &lwesorts are classified
according to the degree or duration of exposurheosuspected factor,
for subsequent analytical study.

3.3.2 Collection of Data on Exposure

Information may be obtained directly from the cdhaonembers
themselves by means of interviews or questionnaihesadvanced
countries with large literate population, the qiumstaires may be mailed,
thereby offering a simple and more economic stugfprmation may be
available from past records, especially those #natspecific in nature
and cannot be easily given by lay people. Examgiesletails of medical
treatment, types of surgery performed, types arsksiof radiotherapy
administered, etc. Information may also be obtaifiein medical

examination or special laboratory tests such asuorements of weight,
blood pressure, serum cholesterol, ECG, CAT scan Environmental

surveys may be used to obtain information on exgo$evels of the
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suspected causal factor in the environment whersttidy subjects lived
and worked. Basic information on demographic vadegbare also
obtained from the cohort members, as these may$mwe influence on
the disease under study.

3.3.3 Selection of Subjects for Comparison

In some cohort studies, the study subjects aresifilas into several

comparison groups based on degrees or levels ofsaxp to risk factor

before the disease develops, e.g. smoking, blo@sspre, serum
cholesterol, etc. These are known as internal cosges. These groups
are compared in terms of their subsequent morbadity mortality rates.

External comparisons can be carried out with oetsimmparison groups
that serve as the control groups. This is necesshen information on

the degree of exposure of the study groups isveltable. Cohort studies
can be carried out between smokers and non-smalasliglogists and

Public Health physicians, etc. However, the studg aontrol cohorts

should be similar in demographic and other impdrtamiables, but not
the ones under study.

Comparison can be made with the general populatites in the same
geographic area as the exposed people. An examihle comparison of
frequency of lung cancer among uranium miners viithg cancer

mortality in the general population where the méneysided. A similar

study design is the comparison of frequency of ea@nong asbestos
workers with the frequency in the general poputatio the same

geographic area. Rates of disease in the studycantlol subjects are
considered in terms of age, sex and other variatdesidered being
important for the study. Rates in the control colaoe applied to those in
the study cohort to determine the “expected” valimethe absence of
exposure. The effect of the risk factor under stody be estimated by
the ratio of the “observed” and “expected” ratethia control group.

3.3.4 Follow-up

The procedures for regular follow-up visits of jp@pants in cohort
studies are as follows

Periodic medical examination of each member ottiteort
Review of physician and hospital records

Routine surveillance of death records

Mailed questionnaire, telephone calls and peribdime visits

The greatest amount of information is obtained frpeniodic medical
examination of each member of the cohort. Lossllow-up may result
from death, change of residence, migration or wakal of occupation.
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As these losses may introduce bias to the resuispecessary to obtain
basic information on outcome for those who canretfdlowed up in
detail for the whole duration of the study. Howevieis recommended
that researchers should achieve as close to a @emdollow-up as
possible.

3.3.5 Analysis
At the end of the data collection, analysis is diongetermine the incident
rates among exposed and non-exposed cohorts, smdoa¢stimate the

risk of outcome in the two groups.

Hypothetical example of cigarette smoking and lung cancer.

Developed Lung Did not develop Lung
Cancer Cancer
Smokers A B
Non-smokers C D
Total (at+c) (b+d)

34 Estimation of Risk

The estimation of the risk of disease or death apntbba exposed and non-
exposed cohorts can be carried out by means oinices: (1) Relative
Risk (2) Attributable Risk.

3.4.1 Relative Risk
Relative Risk (RR) is the ratio of the incidencedltd disease (or death)

among exposed and the incidence among the non-edpliss also
known as the “risk ratio”.

Incidence of disease (or death) among exposed
Relative Risk (RR) =

Incidence of disease (or death) among non-
exposed

In etiological studies where the units of obsensmatare aggregate of
persons rather than individuals, relative risksfahe direct measure (or
index) of the “strength” of association betweenpageted causal factor
and disease. It does not necessarily imply caussbcation. In the
interpretation of the calculated vales of the RetaRisk, quotient of 1.0
signifies that the incidence rate is the same anexppsed and non-
exposed subjects and indicates a lack of assatiaggbween exposure
and disease. A Relative Risk above 1.0 suggestexpased people are
at higher risk of disease than non-exposed persons.
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3.4.2 Attributable Risk

Attributable Risk (AR), also known &isk difference, is the difference
in incidence rates of disease (or death) betweeexpnsed group and
non-exposed group. It is a measure of the resiiklabf a disease due to
exposure to a specific agent or risk factor. tetermined by subtracting
the incidence rate of the disease in persons ruisexi to the agent or
risk factor(s) from the corresponding rate amongosed persons. The
difference is the rate (risk) of disease occurrattgbutable to exposure
to the specific agent or risk factor. The appliealolrmula for calculating
attributable risk is:

Attributable Rate of Disease among_ Rate of Disease
among

Risk (A.R.) = Exposed Persons Non-Exposed
persons

= number of cases of disease per “k” populatiotinme interval “t”
that is due to exposure to specified risk factoMéhere “k” and “t” are
as defines in the rates used to express risk ifotineula.

Attributable risk percent is another indicator #@eahble from cohort
studies data that is readily applied in interprietet of the risk of a disease
due to exposure to a given risk factor. It is dediras the proportion of
the overall risk of a disease in a population, egped in percent, which
can be reduced by eliminating specific exposumsperified risk factors,
or by mitigating specific susceptibility factorss the case may be. It is
derived from the concept of population attributaid&. Indeed, it is more
appropriately termed population attributable rigkqgent. It is given by
the formula:

Population cidence Rat cidence Rate of the
Attributable  |of the Disease in - |Disease in Non-exposged/
Risk = Total Populatio Non-susceptible persgns X
100

Percent L

Incidence Rate in Total Population

= proportion of risk of occurrence of given disean the population in
the specified time interval that is due to expodarthe specified risk
factor.

There are two ways of interpreting population htitable risk percent
indicator. The first is as the proportion of riskaxcurrence of given
disease in the population, in the specified timeriral, that is due to
exposure to the specified risk factor. Thus, & ggood way of expressing
the impact of magnitude of specified risk factdrse second way is as
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the proportional amount, in percentage, by whidisaase in the referent
population can be reduced by controlling or elinimg exposure to the
risk factor in question. Thus, it is a good indaatf the effectiveness of
prophylactic intervention regimen, when such inéaions are
implemented as measures designed to reduce expassusceptibility
to a disease.

3.4.3 Advantages of Cohort Studies

1. Incidence rate can be calculated among those edparse non-
exposed

Prospective studies permit observation of manyauts

Cohort studies provide a direct estimate of retatigk
Dose-response ratios can be calculated from cehaottes
Certain forms of bias arising from misclassificatiof study
subjects into exposed and exposed groups can benteel

abrwn

3.4.4 Disadvantages of Cohort Studies

=

They are usually expensive and take a lot of time

2. Cohort studies are generally unsuitable for ingedtng rare
diseases or diseases with low incidence

3. There may be problem of selection of comparisomugsahat are
representative of the exposed and unexposed segroérihe
population.

4. There may be loss of study subjects to follow-up essult of lack
of interest, migration or death from other causes.

5. There may a change of status of subjects with mtspevariable
of interest.

6. There may be changes in diagnostic criteria anttistal methods
over time, affecting the classification of indivals as diseased or
not diseased.

7. There may be administrative problems as a resultos$ of

experienced staff, loss of funding and the hight cd®xtensive

record keeping required.

4.0 CONCLUSION

Cohort studies are analytic epidemiological redeatadies in which a
group of subjects (persons) who share a commonriexge within a

define time period (a cohort) and who are consillévde free of a given
disease but who vary in exposure to supposedaidki are followed up
over time in order to determine differences in the at which disease
develops in relation to exposure to the factor. Tihié of observation and
analysis is individuals (not group). The basicdeatof cohort studies is
an Intuitive approach to studying disease incidemzkrisk factors which
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starts with a population at risk referred to astaoct, then measures their
relevant characteristics at baseline. The studymris subsequently
followed up over time with either surveillance otitinely-detected cases
(people get symptoms and go to their health careighers, who diagnose
them or, sometimes, people get screened and tfemeet for diagnosis)
or re-examination of people periodically or at émel of the follow-up.

Finally, event (disease/health status outcome) reigpeople with and
without characteristics (exposure/susceptibiligtdas of risk) of interest
are compared. Several indictors and outcome meastigreat utility in
Public Health Practice re applicable to the coltrty technique. They
include:

. Incidence rate (risk) of health status outcomentérest in the
exposed persons

. Incidence rate (risk) in the unexposed persons;

. Relative risk or Risk ratio;

. Attributable risk (Risk difference);

. Population attributable risk;

. Attributable risk percent;

. Population attributable risk percent;

. Cumulative incidence

For emphasis, an important distinction betweentée analytic study
designs presented here is tmtain observational cohort study, subjects
first are enrolled on the basis of their exposarel then are followed to
document occurrence of disease or health statesmat of choice. In an
observational case-control study, subjects aredmsolled according to
whether they have the disease or not, then aretigoned or tested to
determine their prior exposure.

5.0 SUMMARY

In this unit, you have learned about the key fezgusf cohort studies
which involve study design where one or more samftalled cohorts)
are followed prospectively and subsequent statakiations with respect
to a disease or outcome. In addition, you shouléltle to discuss the
potential sources of bias, and understand thegitierand limitations.

6.0 TUTOR- MARKED ASSIGNMENT (TMA)

Oral contraceptives (OCs) have been consistentpaated with a
reduced ovarian cancer risk; however, previousissuithicluded women
in older birth cohorts [born before 1964] using dit@mnal OC

formulations. Recently, there has been intere#iienconduct of a cohort
study to assess the relationship between OC useoeadan cancer
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among a cohort of younger women [born after 1964l asing a specific
widely-used and more recent OC formulation.

a). Briefly describe the steps the authors woale tto conduct this
study.

b).  Describe in detail the differences betweenrasmective and
retrospective cohort study, giving examples antinggahe merits
and demerits of each.
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1.0 INTRODUCTION

Experimental studies constitute a major area adepiological inquiry
by which we demonstrate cause and effect relatipasiotherwise
known as causal inference, Public Health. They a@s® known as
intervention studies and are carried out underdihect control of the
investigator. This is contrary to what obtainsliservational studies, e.qg.
descriptive, case control and cohort studies, wtiexreénvestigator takes
no action but only observes the natural coursevehts of outcome.
Experimental studies involve some deliberate actiotervention or
manipulation of natural order such as applicatiorwidhdrawal of the
suspected cause of a health problem. Changes nragpdbe in causative
chain by withdrawing one variable in the experinaérgroup while
retaining the same variable in the control groupe dutcomes in the two
groups are later compared.

Two types of experimental studies are prophylaatid therapeutic trials.
Prophylactic trials are experiments conducted iméo or animal
subjects aimed at preventing diseases. Theraptigis, on the other
hand, are experiments aimed at treating establisise®hse processes.
These can involve selected groups of individualarats of observation
and analysis, as in clinical trials, or whole conmities or aggregates of
population as units of observation and analysish a®mmunity trials.
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The group that is studied is known as the experaigropulation, while
the group of ultimate interest is called the ref@epopulation.

An experimental study must begin with a clearlynfafated hypothesis
— a supposition on conjecture put forth to accdonknown facts, which
serves as a starting point for further investigatiy which it may be
proved or disproved and the true theory arrive Hie aims of
experimental studies are twofold. The first is toyide “scientific proof”

of etiological (risk) factors, which may permit tmedification or control
of disease; and the second is to provide a methooheasuring the
effectiveness and efficiency of health servicedfierprevention, control
and treatment of disease and thereby improve thathheof the

community.

In experimental studies, the researcher controés daksignment of
subjects to the treatment groups (those expos#tketdask factors under
study) and the control group (those not exposelgsé studies usually
build in rigorous procedures designed to contreksal sources of bias
such as randomisation, matching, blinding, etcd afso allows the

researcher to introduce intervention in a conttblleanner, including

manipulation of dose of intervention (hypothesisisét factors), timing

of the administration of intervention and the mduereof.

In experimental studies, allocation of the studgugr to the different
treatment/interventions/exposures under invesbgas done randomly.
The research protocol focuses primarily on how &asure the effect of
an exposure (causal factor) on an outcome (dide=aiéii status) with
consideration of the effects of other factors (pt&d confounders as well
as factors related to the efficacy of the delivefyhe intervention). The
designs of these studies also prioritise the comifdiases that may
threaten internal validity of findings. There is@requirement that the
experimental research design builds in procedinaspgromote external
validity in order to assure generalisability ofdings to the reference
population. These are similar to prospective cobktdies, in addition to
sharing the usual advantages and disadvantages\uovexperimental
studies also have additional problems of costcstand feasibility. They
may be conducted in animals or human beings.

2.0 OBJECTIVES
By the end of this unit, you will be able to:

o define experimental study
. describe the procedures for experimental study.
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3.0 MAIN CONTENT
3.1 Experimental Studies

Experimental studies are ones where researcheredirde an
intervention and study the effects. Experimentalidigts are usually
randomised, meaning the subjects are grouped mcehdhe researchers
then study what happens to people in each groupy. difierence in
outcomes can then be linked to the interventiqperimental studies are
less susceptible to confounding because the imgageti determines who
is exposed and who is unexposed. In particulaxgosure is allocated
randomly and the number of groups or individualsdanised is large
then even unrecognised confounding effects becomagistgcally
unlikely.

There are, of course, ethical constraints on erpartial research in
humans, and it is not acceptable to expose subpkliberately to
potentially serious hazards. This limits the aptimn of experimental
methods in the investigation of disease aetiol@ghough it may be
possible to evaluate preventive strategies expatiatig. For example,
factories participating in a coronary heart disgaseention project were
assigned to two groups, one receiving a programfsci@ening for
coronary risk factors and health education, andther being left alone.
Subsequent disease incidence was then comparecedretthe two
groups. The main application of experimental stsidl@wever, is in
evaluating therapeutic interventions by randomisautrolled trials.

3.2 Animal Experiments

Animal studies have contributed immensely to ménswledge about
himself and his environment. These are used fofalf@ving purposes:

. To reproduce human disease in animals under |agrat
conditions, in order to confirm etiological hyposieeand to study
pathogenetic or mechanism phenomena or mechanism.

o To test the efficacy of prophylactic and therapeateasures such
as drugs and vaccines.
. To complete the natural history of disease.

The advantages of animal experiment are that tpererental animals
can be bred in laboratories and easily manipulatedrding to the wishes
of the investigator. These animals can reproduceenmapidly than

human beings and thereby enable the investigat@aitoy out certain
experiments, (e.g. genetic experiments) that wilolve several
generations. Animal experiments are of growinguahee in the rapidly
emerging area of molecular epidemiology. An impotrtimitation of
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animal experiments is that not all human diseaaasbe reproduced in
animals. In addition to that, not all conclusionssiag from animal

experiments can be strictly applied to human bei@gstain difficulties

may be encountered in extrapolating findings frammel experiments
in man.

3.3 Human Experiments

Human experiments are used to investigate disedslkgy and to
evaluate the preventive and therapeutic measuresseTl studies are
necessary especially in diseases that cannot bedwged in animals. A
classic example of a human experiment is the @irtital performed by
James Lind in 1747 among twelve soldiers, who weerféering from
scurvy. He divided the patients into six pairs addinistered different
dietary supplements to their usual food. These leapgnts included
cider, vinegar, nutmeg, garlic, lemon, orange, éfiter six days, the
group with lemon and orange recovered fully andenr for work.
Another example of human experiment is Goldbergesiassical
experiment in 1915, investigating the etiology eflggra. He was able
induce pellagra in human beings by administeriregsdthat are deficient
in nicotinic acid. He therefore proved pellagréoénutritional deficiency
disease as was then supposed.

Human beings have since participated in experinhatidies of diverse
disease entities. However, ethical and logisticsaerations have limited
human involvement in certain experimental studide benefits of the
experiment have to be weighed against the riskslwed. The volunteers
should also be made fully aware of all possibleseguences of the
experiment. When an illness is life threateningyaiuld be unethical to
suspend a known procedure or drug in order tahesefficacy of a new
therapeutic regimen. It is also ethically unacdeletaf a drug is brought
into general use without first establishing iteeffveness by controlled
trials.

There are two major types of experimental studyghess

o Randomised controlled trials. These involve a psscef
random/allocation assignment of subjects to expemial
(intervention) and control groups.

o Non-randomised or “non-experimental” trials. Thede not
follow strict randomisation but have sound theaadtibasis for
conclusions.
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34 Randomised Controlled Trials

Randomised controlled trials are scientific techiess) that are used to
evaluate methods of treatment and treatment. Theyepidemiologic

experimental studies to assess the validity wide$ed or recent
preventive and therapeutic procedures. Randomisettatled trials are

used to evaluate new programmes or new therapies. Steps in

conducting a randomised controlled trial are alovad:

341 Drawing a protocol

This specifies the aims and objectives of the stindjuding the research
questions, criteria for the selection of study amuhtrol groups and
treatment to be applied. Standardisation of workprgcedures and
schedules, as well as modalities for evaluatiooutéome of the study is
specified. The protocol is aimed to prevent bias r@duce the sources of
error in the study. Pilot studies may be carrietibmiore the protocol is
completed in order to assess the feasibility onrajmnal efficiency of
certain procedures, their unknown effects, or tteeptability of certain
policies.

3.4.2 Selecting Reference and Experimental Populations

The reference population is also known as the tgrgpulation. This is
the population that is expected to benefit fromfthdings of the trial if

successful, e.g. vaccine or drug trial. It may casgpthe population of a
wide geographic area or that of a smaller grou stscschool children,
pregnant women attending antenatal clinic, etc.

Experimental or study population is derived frome thieference
population, where it is randomly chosen. It is e to select a stable
population that will be cooperative in the studg atso make follow-up
easier. The participants or volunteers must gimétimed consent”. This
means they must agree to participate in the tri@r aeceiving full
information on the aims or purpose, proceduresparssible dangers of
the trial. Most funding organisations e.g. Tropi€dkeases Research
(TDR) maintains that an ethical clearance by antbsested committee in
the investigator’s institution must be obtaineddoefthe programme can
be funded. This protects the rights of study subje€the participants
must be representative of the reference populafidrey should be
qualified or eligible for the trial. This means thiaey should fall into the
inclusion criteria for the trial and should be fuslusceptible to the disease
under study. The volunteers to a study are likelya different from those
who refused to participate; and this may affect thecome under
investigation in many ways.
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3.4.3 Randomisation

Randomisation or random allocation is the processaltocating
participants into “study” and “control” groups;fteceive or not to receive
an experimental preventive and therapeutic man@suvintervention or
intervention. The purpose of the procedure is tmiehte “bias” and
allow for comparability. Randomisation performsethifunctions:

o It eliminates selection bias on the part of thetip@ants and
investigators.

. It creates groups that are comparable in all factioat influence
prognosis.

o It gives validity in the statistical treatment cftd.

In randomisation, the investigator has no contre¢roallocation of
participants into study and control groups, therelopinating “selection
bias”. By random allocation, every individual hagial chance of being
placed into either the study or control group. Twe groups formed are:

o The experimental or study group, which receivesew mrug,
vaccine or other procedure, and
o The control group, which receives no treatment, lacgbo

(dummy) procedure, or a standard (old) form of aipgr

The unit of randomisation may be an individualamily unit, a hospital,
or even a community. The study and control grotqmailsl be similar in
certain variables or characteristics that affec¢ tutcome of the
experiment, e.g. age and sex. Individuals areifsdinto subgroups in
terms of the variable, out which the study and drgroups are then
selected. Randomisation is best achieved by usiighée of Random
Numbers. In analytical studies, comparability isialy achieved by
matching the diseased individuals to non-diseasexs,0or exposed to
non-exposed. There is no randomisation in this daseause the
participants have already been matched.

344  Manipulation or Intervention

Manipulation or intervention is carried out by delrately applying,
withdrawing or reducing the suspected causal faetgr a drug, vaccine,
dietary component, a habit etc. Manipulation cresaa independent
variable (e.g. drug, vaccine, a new procedure), sgheffect is then
determined by measurement of the final outcomethe. dependent
variable (e.g. incidence of disease, survival tireepvery period).
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3.45 Follow-up

This involves the examination of the study and margroups at define
time intervals, using a standard procedure, witheéotensity, under the
same circumstances until final assessment of owgcdine duration of
trials depends on the time when appreciable diflegge.g. mortality) is

demonstrated. Follow-up may therefore be shoxiiog depending on the
study undertaken. Loss to follow-up may be deatigyation or loss of

interest. This is known as attrition. Every effatiould be made to
eliminate the losses to follow-up.

3.4.6 Assessment

Finally, the outcome of the trial is assessed mm$eof positive and

negative result. Positive results are beneficialits such as reduced
incidence or severity of disease, reduced costedth service, etc.

Negative results are severity and frequency of safects and

complications, death, etc. The incidences of pasiéind negative results
are compared in experimental and control groupd, the difference

tested for statistical significance. The data mayabalysed, as they are
collected, using appropriate techniques (sequestialysis). However, it

is better to analyse the results at the end ofriale

3.4.7 Blinding

Blinding is also known as masking. It is a techeidghat is adopted to
reduce these problems. Blinding removes bias iessssent of outcomes
from the expectations of the participant, the itigagor or the person
analysing the results of the study. It ensures thatoutcome of the
therapeutic is assessed objectively. The typedirudibg are as follows:

o Single blind trial: The participant is not aware whether he belongs
to the study group or the control group. Only theesstigator
knows the group to which the subject is assigned.

. Double blind trial: A further protection against bias is the double
blind study. Neither the investigator nor the paptnt knows
which group the participant was placed in nor jipetof treatment
he received.

o Triple blind study: The participant, the investigator ad the person
analysing the data is all unaware whether the @pat was
placed in the study group or the control group. Gbee is broken
at the end of the therapeutic trial.
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348 Non-Randomised Trial

It is always feasible to conduct experimental stadin human beings as
a result of ethical, administrative and other reaso

. Induction of diseases for experimentation has reenbpracticed
on human subjects.

o Certain preventive measures can only be appliedréops or
communities, without restricting them to randomlglested
individuals.

o When disease frequency is low and the natural fyistmg (e.g.

cancer of the cervix), randomised controlled triaday require
follow-up of thousands of people for 10 or more rgealhe
logistics for this is not often possible.

In such cases, non-randomised or non-experimerdaéd are conducted.
However, these studies are not accurate and valideir comparability
as the randomised controlled trials. As clearlydewt, randomisation is
a very important procedure in experimental studiesnvolves the
random assignment implies that individuals or comities are allocated
randomly to each study group and that allocatiosudsjects to a group is
independent of the allocation of other subjects phirpose of which is to
ensure that differences between treatment and alomfroups or
towns/populations in potential confounders andlkwéother important
variables arise by chance alone. The random al@catf subjects to
groups also ensures that neither the observers tmorindividual
participating in the study can influence, by waypefsonal judgment or
prejudice, who is allocated to receive which treaiimIn a community
trial, randomisation occurs at the level of the owmity, subjects within
a community are not randomly assigned to treatroerontrol group.
However, for practical reasons the two largest comity trials in the US
did not fully randomly allocate towns, and this magydermine the
confidence with which the results of these studresjudged.

Establishing causal inference is also importareéxperimental studies.
Once the issues difias and confoundingfactors have been mitigated
throughadequate design of the study and the role of chiaoiering on

how likely it is that what was found is a true fing, epidemiologists

apply certain theories afausatiorto arrive at conclusionsasto causal

relationships. The Braxton-Hill's criteria are osiech formwork applied.
The postulates are as follows:

Strength of Association +4r8ng associatiorsre more likely to be causal
than weak associations becadufstney could be explained by some other
factor, the effecof that factor would have to be even stronger ttien
observedassociation and therefore would have become evid@etk
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associationspn the other hand, are more likely to be explaibgd
undetectediases.

Biologic Credibility —This criterion refers to the biological plausibjlit

of the causal hypothesmn important concern but one that is far from
objective or absolutelt is based on the assumption that an implausible
explanation is likely to be incorrect explanation tcausal relationship.
Biological plausibility is too often not based logic or data, but only on
prior beliefs. This makes it prone to bias.

Specificity -The criterion of specificity requires that a calsads toa
single effect, not multiple effects. Specificdgn be used to distinguish
some causal hypotheses from non-cabgpbtheses, when the causal
hypothesis predicts a relation witime outcome but no relation with
another outcome. Thus, specificdgn come into play when it can be
logically deduced from theausal hypothesis in question

Consistency with other associatioreders to the repeated observation of
an associatiorn different populations under different circumstas.
Lack of consistency, however, does not rule out a caassabciation,
because some effects are produced by their caumdgsioderunusual
circumstances. More precisely, the effect of a akgent cannot occur
unless the complementary component caasgr have already acted,
to complete a sufficient cause. Consistency seovdg to rule out
hypotheses that the association is attributebkome factor that varies
across studies.

Time Sequence Fhe temporality criterion refers to the necessity 4
cause to precede affect in time. This criterion is inarguable, inaoas
anyclaimed observation of causation must involve th@apve caus€
(risk factor) preceding the putative effect D (@dise/health status
outcome).

Dose-Response Relationshighis criterion, often interpreted in terms of
“Biological gradient”, refers to the presence oti@directionaldose—
response curve. We often expect such a monotelation to exist. For
example, more smoking means more carcinoggosure and more
tissue damage, hence more opportunitycrcinogenesis. Some causal
associations, however, show a singlmp (threshold) rather than a
monotonic trend; an example ise association between DES and
adenocarcinoma of the vagilapossible explanation is that the doses of
DES that were administeradere all sufficiently great to produce the
maximum effect fronDES. Associations that do show a monotonic trend
in disease frequenayith increasing levels of exposure are not necégsar
causalconfounding can result in a monotonic relation ke a non-
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causatisk factor and disease if the confounding fadieelf demonstrates
a biological gradient in its relation with disease

Analogy — Theanalogy criterion provides a source of more elaigora
hypotheses about the associations under studynedsé suclanalogies
only reflects lack of imagination or experience,t malsity of the
hypothesis.

Experimental evidence~rom Hill's examplest seems that what he had
in mind for experimental evideneeas the result of removal of some
harmful exposure in an intervention prevention program, rather than
the results of laboratomxperiments. The lack of availability of such
evidence wouldt least be a pragmatic difficulty in making thisriierion
for inference. Logically, however, experimental dance isnot a
criterion but a test of the causal hypothesis, st tteat is simply
unavailable in most circumstances. Although expentaltests can be
much stronger than other tests, they are oftéras decisive as thought,
because of difficulties in interpretation.

Coherence -the term coherence implies that a cause-and-effect
interpretation for an association does not conilith whatis known of

the natural history and biology of the diseasetH@rother hand, presence
of conflicting information may indee@fute a hypothesis, but one must
always remember that the conflictimjormation may be mistaken or
misinterpreted.

4.0 CONCLUSION

In conclusion, you have learnt that the purposanoépidemiologic study
is to quantify the relationship between an exposnka health outcome.
The hallmark of an epidemiologic study is the pneseof at least two
groups, one of which serves as a comparison gilougn experimental
study, the investigator determines the exposuréhi@istudy subjects; in
an observational study, the subjects determiner tbein exposure.
Eexperimental study designs in epidemiology, esklydhe randomised
control designs experimental study experimentatlystare ideal for
establishing causal inference which are employedddétermine the
effectiveness and efficacy of health interventionsth their ability to
rule out biases and confounding factors, the aafin of basic theory of
causation, as postulated in Bradford-Hill's Crigerio the findings of
such studies help in concluding causal relatiorsship

5.0 SUMMARY

In this wunit, you have learnt about the key feauref
experimental/intervention studies. You should naavdble to describe
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the features of an intervention study, understamel strengths and
limitations, and be able to discuss the assocettedal and policy issues.

6.0 TUTOR-MARKED ASSIGNMENT (TMA)
Discuss issues of concern that may arise in thigesonduct, analysis
and interpretation of a randomized control trialC{R to evaluate the

effectiveness of Truvada (A pill that combines tewati-HIV drugs to
prevent HIV infection through sexual intercourse.
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1.0 INTRODUCTION

Screening is defined as the presumptive identiboabf unrecognised
disease in an apparently healthy, asymptomatic |ptipo by means of
tests, examinations or other procedures that caamppbked rapidly and
easily to the target population. A screening progree must include all
the core components in the screening process fruiting the target
population to accessing effective treatment forviaials diagnosed
with disease. Screening is a process — one thatdegth invitation to
participate and ends with treatment for appropiyatelentified
individuals. An effective screening programme shauket the following
criteria:

o Mechanisms for systematic invitation and follow{op
individuals identified by the screening test asihg\an abnormal
finding (call and recall mechanisms);

o Participation of over 70% of the target populatioroe screened;

o Necessary infrastructure and resources to offetetste
periodically and to adequately diagnose and trezed found to
have cancer or a precancerous lesion, and;

o Robust monitoring and evaluation framework to assurality.

In advocating screening programmes, it is importardvoid imposing
models from high-resource settings with advancealtihhesystems on
countries that lack the infrastructure and resaitoeachieve adequate
coverage of the population. Screening programmesin@ significant
health resources, infrastructure and functionallthegystems to be
effective. Policies on cancer screening differ nedti between countries
and health system capacity. There is no single cgabr that fits all
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situations thus necessary adaptations are neegediag on the local
context.

2.0 OBJECTIVES

By the end of this unit, you will be able to:

. define screening and process for initiating thegpmome
o distinguish between screening and diagnostic tests.

3.0 MAIN CONTENT
31 Process of Screening

Screening for disease is an important functionudflié Health practice.
Screening can be defined as the search for unressmhdisease or defect
by means of rapidly applied tests, examinationstber procedures in
apparently healthy individuals. The process of egirey sorts out
apparently well persons who probably have a diséase those who
probably do not.

3.2 Aimsof Screening

The general aim of screening is to sort out frontarge group of
apparently health persons those that are likehatee the disease, or are
at an increased risk of having the disease undedlysihe persons that
are “apparently abnormal” should then be broughtemnmedical
supervision and treatment. Detection of diseaserbefymptoms develop
alters the natural history of the disease in a ralvle manner and
therefore improves the chances of preventing deadhdisability.

3.21 Usesof Screening

Screening is used for the following purposes:

e Case Detection

Screening is used for the presumptive identificataf unrecognised
disease, which does not arise from a patient'sasigie.g. compulsory
antenatal screening of mothers for HIV in some the@cilities. These
persons are screened primarily for their healtreberOther diseases that
can be screened for are breast cancer, cervicakgatiabetes mellitus,
pulmonary tuberculosis, haemolytic disease of trewborn, etc.
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e Control of Disease

This is also called “prospective screening”. Institype of screening,
people are examined for the benefit of others. Eptamare screening of
immigrants for the detection of diseases like tabksis, syphilis and
HIV, in order to protect the home population. Tleeegning programme
leads to early diagnosis of these problems and pram@atment, thereby
limiting the spread of infection to others and/esultant death from the
disease.

e Research

Screening may be used for research purposes betaig®in obtaining
the basic knowledge of the natural history of dertdiseases such as
cancer and hypertension. The initial screening gitlee prevalence
estimate, while subsequent ones gives the incideat

3.22 Typesof Screening

There are 3 types screening
o Mass Screening

Mass screening is the screening of the whole ptipualar a population
subgroup. An example is the screening of all adalts community for
pulmonary tuberculosis. This type of screeningffsred to all persons
in the population under study, irrespective of tharticular risks
individual may have for the disease under studyer&éghmay be little
justification for mass screening in many instances.

3.3 Difference Between Screening and Diagnostic Tests

A screening is test not intended to be diagnoB&csons with positive or
suspicious findings must be referred to physiciforsdiagnosis and
necessary treatment. A screening test is not as bfasi treatment.
Screening differs from diagnostic medical examoraiin that it is done
on apparently healthy people. The initiative faregning comes from an
investigator interested in a particular diseasétyent the agency that
provides care or funds for a particular researctagbostic tests are
usually carried out on individuals with indicatioosthose that are sick
and have presented themselves for medical adwstamel management.
Screening is capable of wide application and ugwaié or a few diseases
are considered. This is contrary to what obtairdiagnostic tests, where
single patients are considered and all diseasessterl for.
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Screening test are based on one criterion anddrayene cut-off point,
e.g. an individual is considered to suffer from épnsion if his systolic
blood pressure is 140 mmHg and above or diastddiodbpressure 90
mmHg and above. This is unlike what obtains in dasgic tests, where
evaluation is based on a number of symptoms, says laboratory
findings. A screening test is therefore less adeusmd less expensive
than a diagnostic test. It is also less time wgstkir the physician, who
is not often required to administer the test buy tminterpret the results.

e High-Risk or Selective Screening

This type of screening is applied selectively te thgh-risk groups for

the particular disease under study. The screesimgoire effective and

economical. Family members can be selectively sa@gdor diseases

that are familial in origin e.g. hypertension, ddéds mellitus, breast
cancer, etc. Risk factors can also be screenebeoause they antedate
the actual disease in question, e.g. elevated sehnatesterol can lead to
coronary heart disease. Preventive measures caréapplied on time

before the disease develops.

e Multiphasic Screening

Multiphasic screening means the application of twanore screening
tests to a large number of people at one timegratian carrying out
separate screening tests for single diseases. rblcequre may include
administration of questionnaire, clinical examioas and a variety of
measurements and investigations. All these cand®mmed rapidly
with the appropriate staff and equipment. Howeweost multiphasic
screening has been wasteful of resources, theasiyng doubts on their
overall usefulness.

3.3.1 Evaluation of Screening Test

The following measures, calculated as percentagessed in evaluating
a screening test:
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(Please refer to the 2x2 contingency cross-classifin table below)

Contingency Cross-classification of Screening Test Resultsin Relation
to Diagnosis

Screening Diagnosis Total
Test Results
Diseased Not Diseased
Positive a b a+b
(True Positives) (False
Positives)
Negative c d c+d
(False (Negatives)
Negatives)
Total (a+c) (b+d) atb+c+
d

Sensitivity = a/(a+c) x 100

Specificity = d/(b+d) x 100

Predictive value of a positive test = a/(a+b) x 100
Predictive value of a negative test = d/(c+d) x 100
Percentage of false negatives = c/(a+c) x 100
Percentage of false positives = b/(b+d) x 100

The following definitions apply:
e Sendgtivity

Sensitivity is the ability of attest to identify wectly all those who have
the disease, i.e. the “true positives”. An 80% #e#ity means that 80%
of the diseased persons that have been screentut bgst will give a
“true positive” result, while the remaining 20% wiive a “false
negative” result.

e Specificity

Specificity is the ability of attest to identify wectly those who do not
have the disease, i.e. the “true negative”. An &p#cificity means that
80% of the non-diseased people will give true nggaesults, while the
reaming 20% of the non-diseased people will be giwwglassified as
diseased. An ideal screening test should be 100%itse and 100%
specific. In practice, this does not occur; sevisjtiand specificity are
inversely related. As one increases the other dseszand vice versa.
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e Predictive value of a Test

The predictive value of a screening test reflestgliagnostic power. The
predictive value of a positive test indicates thebability that a patient
with appositive test result has the disease in tgpresThe more

prevalence a disease is in a community, the moearate will be the

predictive value of a positive screening test.

o False Negatives

False negatives concern the physician more thaegigemiologist, who
is more concerned with the sensitivity and the sjpéy of a screening
test. False negatives are patients who actually hia& disease but are
told that they do not have it. This may lead talad sense of well-being
and postponement of necessary treatment. A semsitireening test has
few false negatives.

e FalsePositives

False positives are persons who do not have tleasksin question but
are told they have it. These normal and healthypjeeare therefore
subjected to further, often inconvenient, unconadbl¢ and expensive
diagnostic test until their freedom from disease established. A
screening test with a high specificity will havevféalse positives.

e Yidd

Yield is the amount of previously unrecognised dssethat is
diagnosed as a result of the screening prograntrdepkends on the
sensitivity and specificity of the test, prevalené¢he disease, and
participation of individuals in the screening exsec

a) Sensitivity of the test. If a test has low seng¥ivit can identify
only a fraction of the diseased individuals, thgrigading to a
poor yield.

b) Incidence and prevalence of unrecognised disedseintidence
of a disease influences yield. The higher the et of a disease,
the higher is the yield of a screening test. Pexved of a disease
also affect yield. The higher the prevalence, tighér is the yield
of a screening test. Therefore, screening shouldiimed at a
population with high prevalence of a disease. Higk-
individuals are usually selected for screeningrahg increasing
the yield.
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4.0 CONCLUSION

Screening is the presumptive identification of wognised disease or
defects by the application of tests, examinationsther procedures that
can be applied rapidly. Differs from diagnosis, @his the process of
confirming an actual case of a disease. The purp®s® classify
individuals as to whether they are likely to haisedse or be disease free.

5.0 SUMMARY

You should now be familiar with the statistical imeds for evaluating
the validity and reliability of screening and diagtic tests. You should
be able to describe and calculate the measurealidity of a test. You

should also be able to explain the relationshipvbeh prevalence and
predictive values. Finally, you should also know YWHO guidelines for

initiating a screening programme and be able teereepidemiological

data to make a decision as to the efficacy of singefor a particular

disease.

6.0 TUTOR-MARKED ASSIGNMENT (TMA)

1. ® “Screening is an epidemiological tool” Discuss
b). The table below shows the respiitscreening for prostate
cancer with PS
(Prostate-specific antigen).
True Disease Status

PSA Results Biopsy-proven No Cancer
Cancer

PSA test positive 900 1142

PSA Screen 140 668

negative

From these results, determine and interpret tHevimhg measures:

i Sensitivity

il Specificity

iii Positive predictive value
iv Negative predictive vale
v Accuracy of the test

vi Prevalence

2. A screening test with 95% sensitivity aB8% specificity
screened 4000 persons for a disease that hasalgmce of
4%.
a. How many individuals screened will test be positive

185



PHS 803 FUNDAMENTAL PRINCIPLES OF EPIDEM@LY AND DISEASE

CONTROL
b. Out of those yielding positive results, how manjl ive
true positives?
C. Determine the positive predictive values
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1.0 INTRODUCTION

One of the most exciting and challenging tasksnfga@n epidemiologist
working in a public health department is invesiiggtan outbreak.
Frequently, the cause and source of the outbreak usrknown.
Sometimes large numbers of people are affecteénQtihe people in the
community are concerned because they fear morelgeoluding
themselves, may be stricken unless the cause m&lfeoon. There may
be hostilities and defensiveness if an individpabduct, or company has
been accused of being the cause. Into this prepsnled situation
comes the epidemiologist, sometimes from the lbealth department,
more often from “the outside.” In this setting tapidemiologist must
remain calm, professional, and scientifically olijez Fortunately,
epidemiology provides the scientific basis, theeaystic approach, and
the population and prevention orientations thatneeded.

Disease that is easily transmitted from one petsoanother through
direct (person-to-person) transmission or indiréethicles, fomites,
vectors) transmission.

- Direct person-to-person may be through:
- Physical contact, proximal contact as in coughing sneezing
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Epidemiologic triangle

Agent

Environthent Host

Examples of communicable diseases:
1. Epidemic-prone:

Meningococcal meningitis, cholera, dysentery, pé&agueasles, viral
haemorrhagic fever like yellow fever, etc.

2. Diseases targeted for eradication/ elimination:
Polio (AFP), Dracuntiasis, Measles.
3. Diseases of public health importance:
Malaria, TB, AIDS, Corona Virus (COVID-19) etc.
2.0 OBJECTIVES

By the end of this unit, you will be able to:

. define the terms epidemic, threshold, and meaafrasorbidity
explain mortality associated with outbreak invessiign

. describe the steps involved in an investigatioowbreaks

o analyse sources of data for recognition of an @atk.r

3.0 MAIN CONTENT
3.1 Reasonsfor Investigating Communicable Disease Outbreaks

o Define/Know what you are dealing with.

. Assess magnitude (severity of iliness, potentiafdather spread).
Guidance on control measures needed (to prevethiefuspread
and minimise

deaths).

Mandate of MOH

Political pressure/ legal obligation, public comcer

Research opportunity (unknown illness, known ilskst need to
understand better).
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w
N

Stepsfor Investigating a Communicable Disease Outbreak

Prepare for field work

Verify the diagnosis

Establish existence of an epidemic
Identify and count cases

Data analysis: time, place and person
Formulate and test hypothesis
Assess the local response capacity
Set up immediate control measures
9. Address the resource gaps

10.  Report writing

11. Dissemination of findings

12. Intensify surveillance

ONoOGkwNE

3.21 Preparefor field work

Assemble a team (Rapid Response Team?). Assenélame supplies
and equipment (transport media, specimen bottlE€;, Itreatment
guidelines & medical supplies, transport, commutioca means,
investigation and surveillance forms, funds, fuelc.). Alert district
authorities. Consult colleagues (microbiologistf, ventomologist....).
Review literature. Decide who will lead the teaderntify who provides
support in the head office and back home. One pagenary of planned
activities before leaving (objectives). Arrangdialimeeting(s) for your
arrival.

3.22 Verify the diagnosis

Review clinical findings. Visit patients (intervieand examine for
symptoms and signs).

Laboratory diagnosis. Choose a working case dafmitvho is a case

and who is not (by person, place, time). Shouldigly sensitive.

Establish index case.

3.2.3 Establish existence of an epidemic

Compare observed incidence with expected:

- No seasonality: compare with incidence from presiou
weeks/months,

- Seasonality: compare incidence from similar periodearlier
years.
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Use action threshold.
What is a threshold?

- A marker that alerts public health officials to éaéction
- It uses past data to decide if an event is abnlorma
- It helps to identify possible outbreaks with suligace data

Thresholds are disease specific
Characteristics of disease

- Pathogenicity/severity
- Freq of disease within the country

Control or disease elimination program

- Internationally accepted thresholds
- External factors
- Politics/media

Money/funding
Low Frequency and Severe Disease

For low frequency and severe diseases, the thikshoften just one
case

One case is enough to justify a call for action

e.g. Smallpox

- Would want to investigate after one caseldesen suspected

High Frequency and Less Severe Disease
- Expected baseline number of cases
- A full investigation for each case may not be neaeg

- A threshold determines if action needs to be taken

If the number of cases exceeds the threshold,dughbtion may be
necessary

Examples of thresholds: CSM in the “Meningitis belt
ALERT THRESHOLD:
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- Population >30 000, 5 cases per 100 000 inhabitsertsveek
- Population <30 000, 2 cases in 1 week or an inergathe number
compared to the same time in previous years

RESPONSE:

- Intensify surveillance in the area
- Prepare to conduct a mass vaccination campaign

Example: CSM in Meningitis belt
ACTION (EPIDEMIC) THRESHOLD:

- Population >30 000, 15 cases per 100 000 inhabitzert week (10
cases if no epidemic in 3 years and coverage <80%)

- Population <30 000, 5 cases in 1 week or an doglirthe number
cases in 3 week period

RESPONSE:

- Begin mass vaccination campaign within 10 daysetéction
- Inform the public

3.24 Identify and count cases

Using the working case definition
Collect information on cases (deaths) and line-&g. identifying
information: name, address.

- Demographic: age, sex, tribe.

- Clinical: symptoms and signs, date of onset, éHults,
treatment, outcome of treatment.

- Exposure and risk factor information.

3.25 Dataanalysis: time, place and person

- To describe the outbreak by person (tables, batshae charts),
place (spot maps) and time (histograms, graphs).

- Person: who is the population at risk (age, sece,raccupation,
medical status, etc.).

- Exposure: occupation, environment, cultural pr@sicocio-
economic factors, etc.

- Get the population size at risk. Calculate AttaciteR Case Fatality
Rate (assess quality of case management).
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3.2.6 Formulate and test hypothesis
Hypothesis (or hypotheses) should address:

- Source of the agent.

- Mode of transmission.

- Exposures (risk factors).
Compare cases with controls in respect to exposiaieulate OR, Chi-
Square test, look up p-value. If sure of the cats® may need only to
study the cases.

3.2.7 Assessthelocal response capacity

- Ascertain number and type of staff available locall

- Which drugs/ medical supplies/ guidelines are abdd to treat
the cases?

- What has been done in terms of epidemic response?

- What steps have been taken to interrupt transmmi8sio

- Has any health education been conducted?
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3.28 Set up immediate control measures
Be guided by the Epidemiological triangle:

- Agent.
- Host.
- Reservoulir.

Deal with the reservouir (if any).

Interrupt transmission.

Reduce susceptibility of the host (vaccination nsbprophylaxis,
improve nutrition, etc.). Treat cases.

3.2.9 Addresstheresource gaps

Laboratory support

Environmental support

Public information

Specific disease control needs in terms of:

- Personnel
- Drugs, vaccines and equipment
- Transport, communication and logistics

3.210 Report writing

- Describe the situation using the steps outlinedrabo

- Describe the need for outside assistance basdteayap in
resources.

- Make conclusions on the outbreak you are dealirtly. wi

- Give recommendations on priority activities (stterim, long
term) based on findings and conclusions.

3.2.11 Dissemination of findings

- Convey the report to Ministry of Health (relevaitision/
program, senior/ top management).

- If epidemic has been confirmed, convey report toOVH
through top management.

- Disseminate report to the LGA, state.

3.212 Intensify surveillance
- Maintain contact with the LGA for daily updates gea, deaths,

number admitted, number discharged, areas affeeted,until
end of the epidemic.
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- Three consecutive “nil” reports
40 CONCLUSION

Many health departments routinely offer a variefypoogrammes to
control and prevent illnesses such as tuberculesiscine-preventable
diseases, and sexually transmitted diseases. Amreak of a disease
targeted by a public health programme may reveakakness in that
programme and an opportunity to change or strengtheprogramme’s
efforts. Investigating the causes of an outbreaki ientify populations

which have been overlooked, failures in the intetim strategy,

changes in the agent, or events beyond the scofhe @rogramme. By
using an outbreak to evaluate the programme’s teffaeess, program
directors can improve the programme’s future dioast and strategies.

5.0 SUMMARY

An outbreak is essentially the same thing as aheapic, i.e., an increased
frequency of a disease above the usual rate (ecdexte) in a given
population or geographic area. Pandemic refers itoul&neous
epidemics occurring in multiple locations acrossgtobe. Traditionally,
these terms referred to infectious diseases, layt ¢an also be used to
describe non-infectious diseases and chronic dondit such as lung
cancer and obesity. In addition, the principlemwéstigation are similar
for all of these. This module provides a practin&loduction to the steps
involved in outbreak investigations, and it prowd®me useful tools.

6.0 TUTOR-MARKED ASSIGNMENT (TMA)
There has been Yellow fever outbreak in WAZOBIAsta the last one
year. As the state epidemiologist, discuss howwould investigate the

outbreak. Discuss the measures you would put icepiar the effective
control of the epidemic.
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1.0 INTRODUCTION

The growing awareness of the need for data on hymanlation and
activities has continued to increase the populaatythe subject;
“Demography” starting from total population countigta requirement
for development plans and other purposes have gtownore detailed
information on the socio-economic, cultural, ethrand political
characteristics of a population. This increase ietais of data
requirements has also led to increase in the sob@Emography as a
subject by increasing the complexity of the methafdsollecting the data
on human population, analysing and interpretingmthas well as
disseminating the results. The increasing inteasste partly because of
the link between failed development plans and igadee data base on
the people for whom the plans were made and thardigs of such data
base.

In terms of formal definition, demography is theidst of the size,
composition, dynamics and distribution of humanuapon in society.
It is concerned with such direct health-relatedigssas sex ratio, get
structure — (population pyramid), socio-economicucture, social
stratification, urban rural distribution, resideifpatterns, marital status,
etc. Such study is important because the sizeeo&tlyregate of persons
that constitute the population, its standard ointiy its dynamics, its
social system and culture are all interrelated drale serious
implications for the health and wellbeing of mentef that population.
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Note that Public Health has to do with health staifi population or
aggregates of persons. Epidemiology which is thdd@mnental science of
Public Health is the study of “things” that befglbpulations. Both
Demography and Epidemiology share their origin fretmdying mass
phenomenon in population - “demos”. Such studyripartant because
demographic patterns influence the patterns ofadseoccurrence, the
effectiveness and efficiency in the provision artisation of health
services, the demand pressure on the physicalcemuent and related
amenities/facilities, as well as the culture afektiyle of the aggregate of
persons that constitute the population. Althoughmbgraphy as a
scientific study is much more encompassing, wel sloalcern ourselves
here with the following areas:

1.

Examination of the size:

— No. of persons in the population

— Distribution:

The arrangement of the population in space atengivne
- Structure

The distribution according to age and sex

— Growth or decline:

Change in population size over time

Extends beyond formal statistical counting or measient of the
components of change.

Includes consideration of the

— Social

— Economic

— Historical

- Political

Characteristics of the population as related to dieenographic
process

Extensive and accurate Statistics

- Expensive to produce

- But costs justifiable in economic terms:

Essential for

- Administrative

- Social and Economic Planning

Sources of Demographic Data
Traditional Sources
- Periodic censuses
- Sample surveys
- Vital registration systems
- Population registers
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Other Sources
- Population & Socio-economic features
- Parish registers
- School registers
- Direct taxation registers
Fertility
— Maternity clinics
— Maternity and child welfare services
— Social security
Mortality
— Hospitals and Clinics
— Records of insurance companies and social sealaitys
— Burial society registers
International Migration
— Frontier customs posts
— Airports and sea ports

2.0 OBJECTIVES

By the end of this unit, you will be able to:

o define the terms demography, population censusigadstatistics
. enumerate and explain components of morbidity istdics.

3.0 MAIN CONTENT
3.1 Population Census

This is defined as the total process of collecticgmpiling and
publishing demographic, economic and social datdapéng at a
specified time or times to all persons in a coumrydelineated area.
(United Nations, 1965). This is the main sourcel@mographic data in
many countries. It requires huge undertaking ancefeh advance
planning. The census records size, distribution @heér characteristics
of the population at fixed intervals. All personsrg in the area together
with some selected characteristics are physicaliyineerated and
recorded.

3.11 Defacto and Dejure Enumerations

Total population can be enumerated under two @ifferschemes.
Namely: De jure count and De facto counDe facto - meaning
enumeration of individuals as of where they arentbin the census,
regardless of where they normally resiBDejure - meaning enumeration
of individuals as of where they usually reside,aregess of where they
are on census dag “de juré€ census tallies people according to their
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regular or legal residence, whereasla factd census allocates them to
the place where enumerated -normally where theydspee night of the
day enumerated,

3.12 Advantages and Disadvantages @fe facto and De jure
Counts

In De factocount, it is simple and unambiguous and recory tmbse

present on census night but less suitable for adtrative and planning
processes such as: Taxation, Housing and Educatitesides,

enumeration of the floating population is also peatatic in De facto

enumeration. However, irDe jure count it's more suitable for
administrative and planning purposes while nornesidence may be
difficult to define inDe jureenumeration.

3.13 Sample Surveys

A sample is a part of a population. Therefore, dangurvey is the
enumeration of a part of a population. That ispinfation is collected
only from a fraction of a population. It is one thfe most important
sources of demographic data, which has helped tprowve the
demographic data situation, especially in most tigneg countries of
the world. This is an important source of demogmaptiata for
developing countries. Data collection is from a plnselected from the
population. It is employed to arrive at estimatefs demographic
characteristics of the population by Size, Disttidy, Mortality, Fertility
and Migration.

3.13 Types of Demographic Sample Surveys

Demographic sample surveys may be conducted imglesround or
multi-rounds.

(&  Single-Round Sample Survey:

In a single round sample survey, enumerators daitdormation from

members of the selected households in one visé.ri&in disadvantage
is that the error rate is relatively high espegittiie non-sampling errors,
non-response error and errors of under-reportingtaf events (births,

deaths, migration etc.). In spite of this drawbasikgle round sample
survey is the most widely adopted method. Thiseisdose it is simple,
flexible and easy to administer and involves re&dsi low cost and time.
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(b) The Multi-Rounds Survey:

The multi-round survey, also known as follow-upvay; requires two or
more visits in order to collect data. It is designe address some of the
short-comings of the single-round survey. Lists pérsons and
households compiled during the earlier visits aseduin the subsequent
rounds of visits at intervals to collect data omampes which may have
occurred since the previous visits.

3.14  Advantages of multi-round survey

I. Multi-round sample surveys afford the enumerat@sootunities
to correct mistakes in the previous visits.

. Error rates, especially non-sampling errors, erdremission and
dating are relatively low.

iii. The difficulties in administering questionnairesynze reduced
with increasing number of repetitions.

3.15 Disadvantages of multi-round survey

I. Records of vital events may be lost when persosscaated with
them leave their locations.

il. The vital events (birth, death etc.) can only bdlected
retrospectively.

iii. The errors of omission are not completely elimidate

iv. The cost can still be high when enumerators ard fmi every

visit.

V. There may be an additional problem of matchingenirresults
for a particular person or household with previoass.

Vi. Dubious enumerators may report fictitious resulthout actually

going to the field.
3.16 Advantages of Sample Survey

I. The costs involved in sample surveys are relatively when
compared with that involved in censuses.

il. Sample surveys can be taken more frequently by Bovent,
non-governmental organisations, research institatianiversities
and even private individuals.

iii. The time taken to publish results is relativelyrsho

iv. It gives more accurate results when few well-trdieaumerators
are used.

V. It provides data simultaneously on both demogragkints and
the population at risk of such events

vi. Few enumerators can be motivated and closely sigeento

ensure good returns.
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3.17 Disadvantages of Sample Survey

I. Sampling and non-sampling errors may be high.
. It may not provide enough data to permit tabulafmmocalities.

3.2 Vital Statistics

Abanobi (2010) defines vital statistics as paramsetrssed to assess the
health status of communities and population groupBey involve the
collection, analysis, and interpretation of varionsmerical data
connected with the life and health of man withie tommunity. Such
numerical data include information concerning tkewrence of illness,
disability, birth, and death in a population.

Vital statistics are systematically collected datanformation including,
among other things, details of live births, deatbgl deaths, marriages
and divorces. The most common way of collectingrimfation on these
events is through civil registration, an adminitt#a system used by
governments to record vital events which occuhgirtpopulations. The
information on vital events includes: Informatioariyed from analysis
of vital events, Epidemiology concentration on rabty and morbidity,
Birth (Fertility & Natality), Death (Mortality), Maiage (Nuptiality),
Sickness (morbidity), Migration and Divorce. Vitakgistration System
provides data about births, deaths, marriages andhlly a legal
requirement in the developed countries.

3.21 Reasons for Collection

Vital registration records are required to deteemiegal rights to

inheritance, for issuing of birth certificates, @mational passports.
Besides, it is used for admission to schools, egmpémt/recruitment into

public services and social security. In additiomalwegistration is also
used for health planning, as in determining cadskeath, place of death.
Finally, it is vital used for calculating or estitimgy rates of vital events
and in population projection.

3.22 Special Analytical Techniques
There are advanced techniques for calculating svéritese include:

Standardisation, Life tables and Cohort analysasiwhill be discussed
later.
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3.23 RATE

Rate is the most important tool for measuring dieear death i.e.
morbidity or mortality. Useful observations canibeerpreted when they
are related to a denominator in terms of a rates helpful to say for
instance that School A has more children with hetmasis than School
B without relating the occurrence to the numbercbildren in each
school. Also, it is not right to say that more casé tuberculosis in a
particular community are seen in males than in femaithout knowing
the total number of each sex in that locality. Riateised to measure
events that are related to the population or suljgaf it, in which they
occur, or special events that are related to tta¢ évents. The event may
be death, birth, occurrence of disease, immunisaiiwerage, admission
to hospital etc. Rate is usually expressed as sty meents per standard
population size,

e.g. 1.5 per 1000 or 15 per 10,000.

In measurement of morbidity, rate indicates thebphility or risk of
disease in a defined population over a specifietbg®f time.

a
Rateg — | K Number of events in a specified perio K
b Population at risk in a speaifiperiod
Where,
a = the frequency with which an event has occumladng some
specified period of time
a + b = the number of persons exposed to thefitke event during the

same period of time. K is the multiplier. Some fnemsuch as 10, 100,
1000, 10000, 100000.

3.24 RATIO

A ratio is a fraction of the form
[HT K
where k is some base as already defined anddatidd refer to the
frequency of occurrence of some event or itemhédase of a ratio, as
opposed to a rate, the numerator is not a compoparit of the
denominator. We can speak, for example, of theomed®ctor ratio or
the person-hospital-bed ratio of a certain geogaptea. The values of
k most frequently used in ratios are 1 and 100.

3.3 Morbidity Indicators

° Incidence
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Prevalence

Attendance rate at out-patient departments, healtkres etc.
Admission, readmission and discharge rates

Duration of stay in the hospital

Spell of sickness or absence from work or school

3.31 Incidence Rate

Incidence rate measures the probability that hggdople will develop
disease or health-related event during a specifiedod of time. It
indicates the rate at which new disease occursdaefiaed, previously
disease-free population.

Number of new cases of
( adisease over apenftime ) x K
Incidencerate =

Population at risk in time period
(Number of persons susceptible
and exposed to risk of the disgas

\ -/

This rate which measures the degree to which neescare occurring in
the community is useful in helping determine thedéor initiation of
preventive measures. It is used for acute diseases

3.32 Prevalence Rate

The prevalence rate measures the numerator of@eoalpopulation that
have a disease at a given time. There are two bfga®evalence rate, the
point prevalence and the period prevalerR@nt prevalenceneasures
the probability of people having a disease at aréiqular point in time,
whereasPeriod prevalenceneasures the number of people that have a
disease within a given period of time. The prevederate of a disease in
a particular locality includes the incidence ratel ¢he average duration
before it is terminated either by recovery or deaflrtevalence rate can
be altered when people with a disease immigrateanemigrate from a
population. Among workers, for example, any seritlngss is likely to
lead to absence from workplace, and consequerglptévalence rate is
less than that predicted from the incidence ratedaration. Prevalence
depends on the number of people that have beéntile past and the
duration of their illness.

Prevalence = Incidence X Average duration
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For an acute epidemic disease like CHOLERA, EBOULACORONA
VIRUS (COVID-19), the prevalence rate is low beeatlse duration of
illness is short as a result of either quick recgver death. This is
contrary to the situation in a chronic disease DK&BETES MELLITUS
or TUBERCULOSIS.

Where the prevalence rate is high as a resulteloihg duration of the
illness.

Total no of cases, new or old, existing at a p'mirttm;] x K
Total population at that pamtime

4.0 CONCLUSION

Demography is concerned with how large (or how §mate the
populations; how the populations are composed doogrito age, sex,
race, marital status, and other characteristiacshanv the populations are
distributed in physical space. Demography is alsterested in the
changes over time in the size, composition, anttildigion of human
populations, and how these result from the processe fertility,
mortality, and migration. This unit discusses tht&gecs in much more
depth and detail and will provide you with a thagbuintroduction to
demography.

5.0 SUMMARY

In summary, demography is the study of human pajomis with respect
to their size, structure, and dynamics. The stmectu composition of a
population refers to the distribution of its mengby age, sex, and other
characteristics, such as place of residence aniflainar health status.

6.0 TUTOR- MARKED ASSIGNMENT (TMAS)

1. Distinguish between population census\atad statistics
2. Briefly explain the following in demogtapanalysis:

a) Crude Rates

b) Sex Ratio

c) Child Woman Ratio
d) Specific Rates

e) Incidence Rate

f) Prevalence Rate
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1.0 INTRODUCTION

Fertility and mortality data typically derive fromore than one data
source. When numbers of births and deaths are eterikom civil
registration, for example, corresponding numbensas§ons required for
the calculation of rates and summary measuressaialy estimated from
population census data. When population censusessad to collect data
on numbers of births and deaths, they are ofteplsaopented by surveys
of various kinds, which may provide more detailed dimely data.
Whatever sources of data are used, evaluationtaffdan each source
usually involves comparisons with data from othmirrses.

Planning the collection of fertility and mortalitiata therefore involves
two distinct stages. The first stage identifies iMedtility and mortality
data will be obtained from which sources and adwhesissues of
coordination between different sources. The secstage feeds this
information into the planning for the civil regigtion system, the next
population census, an upcoming household survewlwatever data
collection operations are involved.

Fertility and mortality data are generated by fratdk, during which

members of the general public supply informatiooutthemselves, their
families and the households in which they live, fiteldworkers

representing the data-collection organisation. Toenpleteness and
accuracy of data collected by any method dependhenquality of

fieldwork. Fieldworkers are in this sense the miagtortant people in
every data-collection operation. Their positionthé bottom of the
organisational hierarchy should not be allowed thscore this
fundamental fact.
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Fundamental indicators of the level of mortalitg &ne infant mortality

rate and life expectancy at birth. The infant migstaate indicates what
proportion of infants born may be expected to diéole reaching their
first birthday. Life expectancy at birth indicatesw long a child just born
may be expected to live if this child experiendes age-specific death
rates observed during a given year or other timmgeLife expectancy
is one of many summary measures that may be defivada life table

calculated from age-specific death rates.

2.0 OBJECTIVES

By the end of this unit, you will be able to:

o define the term fertility and components of fetyiliate
. discuss the term mortality and components of mitytadte.

3.0 MAIN CONTENT
3.1 Basic Fertility Rates

A population changes through the interaction ofiligr, mortality and
migration. Among these three components, fertiiyains the ultimate
determinant of population change especially in mdstveloping
countries. This accounts for the emphasis beingeplaon fertility
analysis. Some of the basic concepts often encmahte the discussion
of fertility are reproduction are:

o Natality: This is a term used to describe the role of birth
population change and human reproduction.

. Fertility: This refers to the actual birth performance, fesgey of
child bearing or actual number of live births acle by a woman
or group of women.

o Fecundity: This refers the potential level of fertility perfoance,
physical capacity for bearing children of a popolat or
physiological capacity to produce.

o Fecundability: This refers to the probability of conceiving,
measured on a monthly basis, among basis, amongpitiviy
women who are not pregnant, sterile or temporarteomporary
infecundable.

o Live birth: “Live birth is the complete explusion or extractio
from its mother of a product of conception, irrespee of duration
of pregnancy, which after such separation, breathestows any
other evidence of live such as beating of the heatsation of
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umbilical cord or definite movement of voluntary scles,

whether or not the umbilical cord has been cutherglacenta is
attached each product of such a birth is considéuedborn,

otherwise it is still birth”. This is to be distinghed from foetal
deaths comprising still births, miscarriages andriins. Foetal
deaths are of products of conception prior to bathcomplete
separation from mothers.

o Reproduction

This refers to the balance of births and deathiseability of a population
to grow and replace itself through the interactainbirth and death.
Measures, of reproducibility (also known as popatateplacement) are
expressed in terms of a generation rather thaareoyeother brief periods.
On the other hand, fertility measures refer toflpiriods, usually one
year.

3.2  Fertility Measures

The basic fertility measures commonly in use caolassified into board
categories. These are the current and lifetime areasCurrent fertility
measures are those based on data on births in dthswr one year. They
include Crude Birth Rate (CBR), General FertilitatR (GFR), Age-
Specific Fertility Rate (ASFR), Total Fertility Rat(TFR), Gross
Reproduction Rate (GRR) and Net Reproduction RdfR). Current
measures defined for the ever-married include Azgeidic Marital Rate
(ASMFR) and Duration-Specific Marital Fertility Ra{DSMFR). Life
time fertility, on the other hand, refers to théataaumber of children a
woman has ever had in her whole life up to the tohévestigation.
These measures include the Child Woman ratio (CWRan Number
of Children Born (MNCB) and completed family size.

e Crude Birth Rate (CBR):

This is defined as the number of live births durthg year per 1000
population of the specified area. The numeratodasived from all

reported live births during the period. It is there derivable from

archival records and from census reports. The deraior is expressed
as the average population of the area during ttierem period;

determined by calculating the mid-term populatistireate. When the
referent duration is one calendar year, the mid-peaulation estimated
is average of the Januar§f4nd the December Spopulation estimated,
which is interpreted to mean the estimated sizb@population on July
15t of that year.
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The general formula for determining the crude bmdke is expressed
thus:

Number of live births in t

Crude Birth Rate =

in time, t (CBR) Average size of therefe X 1000
population in time, t.

It should be noted that this rate is crude becéusebased on the total
population of the area as opposed to being spdociftbe population at
direct risk of childbirth. The denominator cleartcludes people that
ordinarily are not at risk of childbirth namely raa] pre-puberty girls,
and post-menopausal women. It is not sensitiverasasure of fertility.
One would need to further refine the denominatdoteethis rate can be
interpreted as a measure of the risk of childblriithat case, it would be
further narrowed to include only those women tfzet lsear children who
are sexually exposed to men as in marriage anwglis@gether during the
woman’s fertile period. With this refinement, thenmber of children born
live per 1000 population remains what it is, crii¢h rate, and only a
partial measure of the rate at which a populatadsanew members to its
fold by birth.

o General Fertility Rate (GFR):

The General Fertility Rate is stated as the ratio of the number of live
births in a year for every 1000 women who are @irtbhildbearing years
during that year.Yearly, number of live births per 1000 women of
reproductive age, usually 15-44yrs or 15-49 yrs.

GFR = B x 1000
3sWi1s

B = total live births in one year
3sWis = total mid-year population of females
of reproductive age 15-49yrs

e Age Specific Fertility Rates (ASFR):
The age-specific fertility rate measures the anmuahber of births to
women of a specified age or age gr@ap 1,000women in that age
group.
fx= No. of births to women
in age group x, Xx+n x 10p0
mid-year pop of women
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in age group X, X+n

= |[Bx | X k
nyvx

e Total Fertility Rate (TFR): Total no. of children a woman would
have or bear from age 15 to 49 if she were to bleiddren according
to the present schedule of Age Specific Fertilitptd® (asfrs)
throughout her productive ages. TFR is obtainedioyming over
all the Age Specific Fertility Rates (asfrs) forchayear of the child
bearing span.

49 : 49
TFR ffk ) =(Z B«
xF15 5 W, But if we have n-year groupings, then
49 )
= n nfx/
X=15
49
= nx (Bx/Wx)

e Gross Reproduction Rate (GRR):

This is the total number of daughters a woman waéalee or bear if she
experiences a given set of ASFRs throughout thedejtive ages with
no allowance for mortality over this period. ThuRK is restricted to
female births only, yielding values that are appraately half as large as
the TFR.

The Gross Reproduction Rate (GRR) is the averagegeruof daughters
a woman would have if she survived all of her dhéldring years, which
is roughly to the age of 45, subject to the agesifipdertility rate and
sex ratio at birth throughout that period. Thiseréd a measure of
replacement fertility if mortality is not in the egtion™ It is often
regarded as the extent to which the generatioraoflters replaces the
preceding generation of women and so on and sh.ftirthe value is
equal to one that indicates that women will replduwmselves. If the
value is more than one that indicates that the gemeration of women
will outnumber the current one. If the value issl#éisan one that indicates
that the next generation of women will be less numg than the current
one. The gross reproduction rate is similar to tie¢ reproduction
rate (NRR), the average number of daughters a wamoaitd have if she
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survived her lifetime subject to the age-specéditility rate and mortality
rate throughout that period.

GRR = TFR x Proportion of births that are daughtHrthe sex ratio at
birth is m males per female, then;

GRR=|_TFR
&

e Net Reproduction Rate (NRR):

Average number of daughters that a woman will lifestne experiences
a given set of ASFRs throughout the reproductivesagith allowance
made for mortality of women over reproductive yeHrSIRR = Ro. Then

if fertility and mortality remain constant at cumtelevels, then the
population will eventually grow by (RL) x 100 per cent per generation
(or decline by (1-B x 100 per cent per generation #R1) i.e. 1000 girl
babies will produce in the course of their live®Q0R, female babies.

NRR = GRR x Fq), Where P(a) is the probability of survival fromgea
0 to the average age of child bearing a. Wiweig calculated from a
schedule of ASFRs and#) (s obtained from an appropriate life table.

In population ecology and demography, the net idypection rateRy, is
the average number of offspring (often specificdlyghters) that would
be born to a female if she passed through hemtiietonforming to the
age-specific fertility and mortality rates of a eiv year. This rate is
similar to the gross reproduction but takes intmaant that some females
will die before completing their childbearing yeafs R, of one means
that each generation of mothers is having exactlyugh daughters to
replace themselves in the population. If theiRless than one, the
reproductive performance of the population is beteplacement level.
TheRp is particularly relevant where sex ratios at bate significantly
affected by the use of reproductive technologiesttere life expectancy
is low. The current (2015-20) estimate for thewRrldwide under the
UN's medium variant model is 1.09 daughters per aram

e Child-Woman Ratio (CWR):

This is the number of children per 1000 women gfroductive age.
The Child-Woman Ratio (CWR) estimates fertilityasbased on a ratio
of children to women of child-bearing age. Basigdllere's how it works.
You take the number of children under the agevefithin a population;
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this represents the most recent trends in fertiliben, you divide that by
the number of women between the ages of 15 andil#'s the assumed
number of women who are capable of having childidren, multiply it
by 1,000 and turn it into a ratio. Some similantith GFR. This is a
useful index in the absence of vital statisticastegtion data.

CWR = 5Po

e Mean number of Children ever born per woman:

This is the mean number of children ever born ¢gwcaup of women of a
specific age or age group. It is calculated fromsces or survey data on
the no. of children ever born and the distributdmwomen. Children ever
born (CEB) to women in a particular age group & iean number of
children born alive to women in that age group. mhmber of children
ever born to a particular woman is a measure oflifetime fertility
experience up to the moment at which the dataa@hected.

In most cases, the mean number of children ever isacomputed as the
ratio of the number of children born alive to atinven in a particular age
group to the number of women. In cases where thed taumber of

children born to women in the age group is not jgled but tabulation is
available on the distribution of women by age-gramd number of
children ever born, the mean number of childrer &oen to women in

the age-group is obtained as:

Where j is the number of children angi® the proportion of women in
that age-group who have given birth to a totgl diildren.

3.3 Basic Concepts in Mortality Analysis

Mortality is one of the components of populationacge. However,
unlike the other two (fertility and migration), ntality is completely out
of human control and affects every segment of aif@dion. Mortality is
term used to describe the contribution of deatlpdpulation change.
Some of the concepts commonly found in mortalitglgsis include:

. Death

Death has been defined as “the permanent disappeacd all evidence
of life at any time after live-birth has taken pac Death may be
described as “postnatal cessation of vital funatiathout capability of
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resuscitation”. In other words, this definition &xaes all forms of foetal
deaths (which are deaths occurring prior to conguiedf birth process).
Foetal deaths include;

e  Stillbirth or Late Foetal deaths: which are deaths occurring after
20 or 28 completed weeks of gestation?

e Miscarriage: This refers to the spontaneous or accidental
termination of foetal life occurring early in pregrcy.

o Death rate and Mortality rate

Both death rate and mortality rate are measurdeedfequency of deaths
in relation to the population exposed to the risl@ath. However, while
death rate is used to describe the frequency ahdea relation to the
exposed population at the midpoint of an intervad. (central rate),

mortality rate is used to describe the frequenayedth in relation to the
exposed population at the beginning of the intefval probability).

However, in most discussions the two concepts sed interchangeably.

. Crude Death Rate

Annual crude rate of a given population is defiasdhe number of deaths
per 1000 persons in that population in a calendar.yAs with crude birth
rate, the denominator is the estimated averagelaiiqu for that year or,
as is the practice, the estimated mid-year (Julpddulation size. The
said mid-year population estimate is obtained kintathe average of the
population figure as at January d&f that year and that as at December
31 of the same year. The resulting quotient is miigtipby the constant
or multiplier factor “k” equals 1000.

The general formula for determining the crude deatk is expressed
thus:
No. of deaths reported in
Crude Death Rate= X 1000
in time, t. Average sizehsf referent
populationtime, t.

The annual death rate is a generalised indicattmeohealth status of a
population. Because it is based on total populaiiois a crude rate. In
its use, it is often compared to similar rate fotaeger or different
population. Thus the crude death rate for Fedemgita@l Territory,
Abuja, Nigerian, can be compared to that for thelttountry to see if
the general health status of people in FCT, Abigairalicated by
mortality experience is poorer or better than foatthe entire country.
Similarly, it can be compared to that for any Statgeopolitical area to
see if their general mortality experiences arelaimi
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Such comparisons remain crude, however. It is afteautious to make
such comparisons, especially when the two populatixe known to
differ on such important characteristic that aoagted with the risk of
death as age, gender, race, etc. More appropoat@arisons are made
by the use of adjusted death rates. Generally, disath rates may be
specific for age, for sex, for race, or for somdipalar cause of death.

. Age Specific Death Rate

This mortality rate is based on the number of deathong persons of a
given age bracket, say 45-49 years old, in a gieam per 1,000 people
in the average population (mid-year populationneste) in the specified

age group for that year. It is expressed in terfith@number of deaths
per 1,000 population of the age group in the sptifear. For example,
using hypothetical figures, out of the 2,676,000spms in the age
bracket, 20-44 years in Kano State, Nigeria in 19fére were 5,097
deaths recorded in that same calendar year. Freraltbve information,

the age-specific death rate for persons aged 3@d¢ in the Kano State,
Nigeria, in 1977 is calculated as follows:

Age-Specific Death Rate 5,097
For persons aged _— 4,000
20-44 years in 1977 2,676,000

= 1.9 deaths per 1,000 persons aged 20-44 yedtaria State, Nigeria
in 1977.

The rate above can also be expressed as 19. Gsgeath0,000 persons
aged 20-44 years in Florida in 1977. This is dopsiimply multiplying
the number of deaths per 1,000 by 10 and doingdmee thing to the
constant or multiplier factor to give 10,000. Thigses not change the
value of the rate. It may, however make it easyoimpare the rate figure
with other population where the age-specific daatie for equivalent
population is less than 1.0.

The formula is also stated as:
(asdr Qﬂ\/lx)

\AL JDX = No. of deaths to persons

Aged X, x+n
nPx = Mid-year population of persons
Age x, x+n, K =1000
e Infant Mortality Rate (IMR): No. of infant deaths below 1yr of
age in a year per 1000 live births during the spereod.
= _No. of infant deaths x 1000
No. of live births

213



PHS 803 FUNDAMENTAL PRINCIPLES OF EPIDEMEGY AND DISEASE
CONTROL

Infant mortality rate has been considered of gsagiificance in public
health and demography. It is a proxy measure ofeted of development
of maternal and child health services in an aregaaBse much of the risk
of morbidity and mortality for children in the abeacket O -1 old derive
from their immediate environment, it is a good praxeasure of the level
of environmental sanitation in an area as wellsTisiparticularly true of
people who live in contexts that are typical of madrican and
technologically less advanced nations, as welleple living in rural
and urban slum areas of some technologically deeelccountries. A
high rate is often taken to indicate significantnet health needs and
unfavorable environmental factors such as econdiyidessadvantaged
conditions, poor nutrition, inadequate educatia®Vices, inaccessible
and ineffective child health care services, and gaaitation.

Upon closer look at this indicator, one noticed thé rate has inherent
problems in those populations that are experiencaggdly changing
birth rates. As can be readily appreciated, theerator includes some
infants that died in time “t” but were born in theeceding year; and some
infants born in “t” who may die in the succeedirgpy In a population
with a stable birth rate, such as the technololyiealvanced countries of
the United States of America, and Western Europe slifferences are
likely to cancel out; this is not the case in aydagon that is undergoing
radical change in its birth rate.

An important aspect of this rate that deserves asighs the concept of
livebirths. It also appears in such other rates as fetahdasg, fetal death

ratio, puerperal/maternal mortality rate, perinatalrtality rate, neonatal
mortality rate, and post-neonatal mortality ratke Toncept of live birth

is operationally defined as the complete expulsiosurgical extraction

from its mother of the product of conception (fagturrespective of the

duration of the pregnancy, which after separatiomfmother, breathes
or shows evidence of life. Relevant evidence ef iifclude the beating
of the heart, pulsation of the umbilical cord, afidite movement of

voluntary muscles, whether or not the umbilicaldcbas been cut or the
placenta is attached.

e Neonatal Mortality Rate: No. of deaths under 4 weeks (under 28
days) divided by the number of live births.
[ = _Infant deaths under 28days 1&00]

Live Births

Based on the clarification given about the distorctbetween rates,
ratios, and proportions, one would argue that tiegisure is not a rate
but a proportion. In deed this is correct. Howewsrforce of habit and
customary practice many Public Health professionahtinue to
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designate this rate. The use of neonatal mortalityin place of neonatal
mortality proportion here is to avoid the confustbat may be attendant
on using proportion. The reader is however cauticdiweappreciate that
the measure is actually a proportion.

Neonatal mortality (proportion) rate is definedfas number of deaths of
neonates (infants less than 28 days of age) tlcarced in a calendar year
per 1,000 live births in that year. Here again, teen live birth is
operationally defined as in infant mortality rateoge. The formula for
calculating this is as shown below:

Neonatal No. of death€hildren

Mortality (Rate) aged 28 days or lassti 1,000
Proportion =

in year “t” Total No. of levbirths in “t”

If in a given geographic area in 1988 there werk,3& live births, and
2,743 deaths of infants aged zero to 28 days ole wexorded, then the
neonatal mortality rate for 1988 for this populativas

2,743
= x 1,000
401,581

= 6.83 neonatal deaths per thousand live binti®88.

It should be noted that neonatal deaths are carsides deaths occurring
within the first one month of life following succdal expulsion,
naturally or surgically from the mother. These Heatccur prior to the
first official routine visit of the child for postatal care. In general,
neonatal mortality comprises the majority of infanbrtality of any
population. Quite logically, one would expect suektes to be high in
areas where maternal nutrition is grossly inadexjyadssive immunity
derivable from breast feeding is inadequate, aedhttme environment
to which the child returns following complete deliy is unhealthful, and
follow-up care for infants with post-delivery congation ineffective.

. Early Neonatal Mortality Rate: No. of deaths aged under 7 days
divided by the number of live births
= _deathsunder7 days x 1000
L Live births
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o Late Neonatal Mortality Rate:

This is defined as the number of deaths betweend/7uader 28 days
divided by the number of live birth&€arly neonatal death (ENND),
defined as the death of a newborn between zersareh days after birth,
represents 73% of all postnatal deaths worldwidesdilte a 50%
reduction in childhood mortality, reduction of ENNi&as significantly

lagged behind other Millennium Developmental Gaddiavements and
is a growing contributor to overall mortality iniltren aged <5 years.
The etiology of ENND is closely related to the lewd a country's

industrialisation.

Hence, prematurity and congenital anomalies ardehéing causes in
high-income countries. Furthermore, sudden unegpeetrly neonatal
deaths (SUEND) and collapse have only recently hdentified as

relevant and often preventable causes of death.

= _Deaths at7-27 days x 1000
Live Births

e Post-Neonatal Mortality Rate:

This is the number of resident newborns dying betw28 and 364 days
of age in a specified geographic area (countrye stmunty, etc.) divided
by the number of resident live births for the sageegraphic area (for a
specified time period, usually a calendar year) mudtiplied by 1,000.
The post-neonatal mortality rate is usually caltadausing the annual
number of resident infants who died between 283 days of age in

the numerator and the total annual number of raesilile births during
the same year in the denominator.

= Infant death bet 28 days and under 1year 1000
Live Births

However, by matching post-neonatal death -certdgatto the

corresponding birth certificates, much more addaicand valuable data

are obtained (birth weight, smoking status of motidaen prenatal care

began, etc.) for post-neonatal mortality risk asigly

In less densely populated areas, annual numbegrsstineonatal deaths
may be small (<10 or 20) which would result in @tpoeonatal mortality
rate considered to be too unstable or unreliabteafmalysis. Adding
additional years (three or five-year average annzdes) and/or
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expanding the area to be studied should resuliargar number of deaths
and more reliable rates for analysis.

o Perinatal Mortality Rate:

This is Stillbirths plus deaths aged less thanys geer 1000 total births
(live + still). The number of perinatal deaths @d€00 total births. A

perinatal death is a fetal death (stillbirth) oreamly neonatal death. (No.
of perinatal deaths / total # of births (still bst+ live births)) x 1000. A

stillbirth is the death of a fetus weighing 500gnawre, or of 22-weeks’

gestation or more if weight is unavailable (ICD .18nh early neonatal

death (END) is the death of a live newborn in tingt 7 days (i.e., 0-6

days) of life.

= No. of still births + deat
aged under 7 days x 00LO

Total births (live + stiII)J

Great variation exists both between and within ¢toes on how the
stillbirth component of perinatal mortality is reded, particularly for
early stillbirths that occur at 22- to 27-weekssggion. For international
comparisons, WHO suggests including only deathfetofses weighing
at least 1000g, or of 28-weeks’ gestation or mbnesight is unavailable.
Presentations of the PMR should include a cleatestent of the
definition of perinatal mortality used. In practicge@ most developing
countries accurate data on birth weight or gestatiage are difficult to
obtain. In addition, Number of perinatal deathsa igiven population in a
given reference period (i.e., 12 months) and nurobeirths (live births
+ stillbirths) in the same population and referepegod.

The data sources of PMR are Population-based ssirvitgl registration;
service statistics. Routine HIS may collect datdlics indicator to obtain
estimates of the PMR for facilities. Facility dair@ not recommended for
estimating the PMR for the general population beean many settings,
many perinatal deaths and live births occur outsiehealth system,
which will cause substantial selection bias.

The PMR is a key outcome indicator for new-bornecand directly
reflects prenatal, intrapartum, and new-born cdrehas also been
proposed as a proxy measure of maternal healinsstaid mortality, but
a recent study has cast doubt on its use as a fooxyaternal mortality
(Akalin et al., 1997).

Because the PMR includes both fetal deaths andhsl@athe first week
of life, it avoids conflicting judgments as to whet a fetus exhibited
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signs of life and variations in administrative gree regarding whether
or not a death should be counted. In many counthesever, vital
registration data are not sufficiently completallow reliable estimation
of the PMR. Techniques now exist for collectingadan stillbirths, live
births, and early neonatal deaths in populatioretdasirveys (pregnancy
histories) and applied in surveys including the DH8wever, there has
been relatively less experience with pregnancyohies than with birth
histories because of concerns about the qualitgtodspectively reported
pregnancy histories. Common problems with dataityuaclude:

. Omission of stillbirths and early neonatal deaths;

. Difficulty in obtaining accurate information on gasonal age or
birth weight leading to the misclassification oflgirths as late
spontaneous abortions; and

. Heaping of the reported age at death of live bighs7 days,
leading to the misclassification of early neonatahths as late
neonatal deaths.

3.4 Maternal Death

‘Death of a woman while pregnant or within 42 daydhe termination
of the pregnancy irrespective of the duration atel &f the pregnancy,
from any cause related to or aggravated by the namegy or its
management, but not from accidental or incidergaises’ WHO ICD,

10" Revision (1992)

‘Maternal Death’ thus includes deaths from abortispontaneous or
induced, or from an ectopic pregnancy while it egels deaths in
pregnancy or the post-partum period caused by m@eor accidents.
Maternal deaths Causes related to or aggravategrdgnancy or its
management which are either direct obstetric oireet causes. The
Direct Obstetric Deaths are those related to caraptins of pregnancy,
labor or in the 42-day post-partum period (the pagum) from
interventions or from incorrect treatment or onossi in treatment while
Indirect Obstetric deaths are those resulting feopre-existing disease
or one that developed during pregnancy and thaaggravated by
pregnancy. Before 1975, deaths from indirect causs not classified
as maternal deaths.

Moreover, maternal deaths have about 80 perceattdinajor causes.
These include: Haemorrhage (25%), Sepsis (15%)afgnabortion
(13%), Eclampsia (8%) and Obstructed labor (7%)evBd percent are
attributed to indirect causes which are Anaemialakita, Cardiovascular
diseases, Hepatitis and Diabetes.
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e Measures of Maternal Mortality

Maternal Mortality can be measured by the followindices: Maternal
Mortality Ratio, Maternal Mortality Rate and Lifeifiie Risk of Maternal
Death.

e Maternal Mortality Ratio

This is the number of maternal deaths per 100,0@births. This is the

Information on all maternal deaths occurring ineaigd (usually 1 year)

and information on the total number of live birthccurring in the same
year.A maternal death (as cited in International Classiion of Disease

or ICD-10, [WHO, 1992]) is the death of a woman Mpregnant or

within 42 days of termination of pregnancy, irresipee of the duration

and the site of the pregnancy, and can stem frontanse related to or
aggravated by the pregnancy or its managementidititom accidental

or incidental causes. This indicator also measobssetric risk and risk
faced by women when they are pregnant.

= [ No of maternal deaths in a year x 100,000

No. of live births
e Maternal Mortality Rate

The maternal mortality rate refers to the risk adthers dying from
causes associated with delivering babies, complicatf pregnancies or
childbirth. This important statistic is often negfled because it is difficult
to calculate accurately. Number of maternal demtlassyear per 100,000
women of reproductive age in that year.

= No. of Maternal Deaths in 1 year
No. of women aged 15-49 X 0,000

This measures both the obstetric risk and the &eqgy with which
women are exposed to that risk through pregnancy

° The Lifetime risk of Maternal Death

The lifetime risk of maternal death is the probi&pihat a 15-year-old
girl will die from complications of pregnancy or idbirth over
her lifetime; it takes into account both the maatmmortality ratio and
the total fertility rate (average number of birflex woman during her
reproductive years under curreihe total life time risk of death from
maternal causes as a woman moves through the regtioslages.
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. Estimated from the formula
. 1-(1-MMR)}2 TFR

. Where

- MMR (Mat. Mortality ratio is expressed as a dedima

— TFR (Total Fertility Rate) is adjusted by 1.2 tdow for
pregnancies not ending in life births.

4.0 CONCLUSION

Methods for collecting fertility and mortality datand the various issues
that arise in using those methods evolve over tibeeographic research
leads to the development of new methods. Applicabd new and
existing methods in countries throughout the wadds to knowledge of
how different methods work in different contextsechnological
developments create new opportunities for appboatiChanging
economic, political and social conditions in eacurdry change the
environment within which data collecting occurs dinel needs, interests
and sophistication of users.

5.0 SUMMARY

In summary,fertility and mortality in a population depend oac®-
cultural history, sanitary conditions, and bioladitactors. Although the
last element is generally similar in all human caumiities, socio-cultural
and sanitary factors vary considerably.

5.0 TUTOR MARKED ASSIGNMENT (TMA)

1. Briefly describe the following fertilitmeasures:
a) Crude Birth Rate (CBR)
b) General Fertility Rate (GFR)
c) Age-Specific Fertility Rate (ASFR)
d) Total Fertility Rate (TFR)
e) Gross Reproduction Rate (GRR)
f) Net Reproduction Rate (NRR)

2. Briefly describe the following mortalityeasures:
a) Maternal Mortality Rate
b) Maternal Mortality Ratio
c) Neonatal Mortality Rate
d) Infant Mortality Rate
e) The Lifetime risk of Maternal Death
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1.0 INTRODUCTION

Epidemiologists are always mindful of populatiorvetsity. Virtually
every large population is heterogeneous in regasbtio-demographic
(e.g., age, gender, education, religion), geog@genetic, occupational,
dietary, medical history, and innumerable otheispeal attributes and
environmental factors related to health. A popalattan be viewed as a
composite of diverse subgroups (ultimately, subgsoof size one, i.e.,
individuals, but epidemiologic measures break davthat point). Any
overall measure or statistic reflects the valuthat measure for each of
the subgroups comprising the population.

An overall measure that does not take explicit antof the composition
of the population is called crude. Its value wdldén average of the values
for the individual subgroups, weighted by theiat®le sizes. The larger
the subgroup, the more influence it will have oa thude measure (i.e.,
"democracy"). Thus, the death rate for a populasanweighted average
of the death rates for its component subgroupsp&g we consider a
population of size N as consisting of five age guwor strata. Each age
stratum will have a specific number of people, sa¢i=1 to 5). During
the following year, each stratum will experiencenecnumber of deaths,
say di. The total population size, N, is therefbng the total number of
deaths, D, i&di, and the crude mortality rate is D/N, which @dso be
written as a weighted average of the stratum-sigenibrtality rates,
di/ni, as follows:

D/N = =di/N = X ni (di/ni)/N ==(ni/N)(di/ni) = Swi(di/ni)

where wi are the weights (note thati = Z(ni/N) = (Zni)/N =Zni/Zni =
1).
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The terms "adjustment” and "standardisation” betarrto procedures for
facilitating the comparison of summary measure®seigroups. Such
comparisons are often complicated by differencésden the groups in
factors that influence the measures of interestith are not the focus
of attention. Adjustment attempts to remove theeaff of such

"extraneous" factors that might prevent a "fairfngarison.

"Adjustment”, the more general term, encompassés standardisation
and other procedures for removing the effects offofs that distort or
confound a comparison. Standardisation refers tihods of adjustment
based on weighted averages in which the weightslawsen to provide
an "appropriate" basis for the comparison (i.é'standard"), generally
the number of persons in various strata of onéefpopulations in the
comparison, an aggregate of these populationgroe £xternal relevant
population. Other kinds of adjustment, some of Wwhalso employ
weighted averages, will be discussed in the chaptéZonfounding.

2.0 OBJECTIVES
By the end of this unit, you will be able to:

. define the term standardisation of Rates
. distinguish between Direct and Indirect Standataissof Rates

3.0 MAIN CONTENT

3.1  Types of Rates

. Crude Rates:

These are rates based on the total populationeaslghominator) e.qg.
Crude mortality rate, Crude birth rate, and soTdrey are computed for
an entire (Total) population. Although the numerat@ay be specific to
a defined group, the denominator is based on edlgmes in the population
regardless of exposure or susceptibility statusd€rates use total mid-
interval population estimate to represent the gyesaze of the referent
population in the specified time period. They adifferent to differences
that usually exist by age, sex, race, or some oayegdf pre-existing
disease conditions (confounding factors/variablgjude rates from
different populations cannot be meaningfully congplarAdjustment for
structural differences is necessary.

o Specific Rates:

These are rate in which the denominator is a sSpesifb-group of the
population. For example, Infant Mortality Rate (IMBnd Under-Five
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Mortality Rate (uSMR). These rates are based onumrgpecific

denominators, that is, the denominator is a smestib-group of the
population. Examples are Infant Mortality Rate (IM&d Under-five

Mortality Rate (USMR). They usually consider thdfetences among
subgroups and are computed by age, sex, race, thed apnfounding

variables. These variables tend to confound rigtepss in a good many
diseases and health problems by being closely e$sdavith exposure
and/or susceptibility. Examples are Age-specifiatterate; cause-
specific morbidity rate; age-sex-specific deathe r&ertility rate is an

age-specific rate to the extent that the denominaamprises the total
number of women of childbearing age in the popatrati

. Standardised Rates:

These are rates computed to adjust (control) fasipte confounding
factors. This is also called adjusted rates arereak rates. They are
fictional rates used to make valid summary compassetween two or
more groups possessing dissimilar age or othectstal distributions

and exposure characteristics include age, sex, raceme, smoking

status, diet, and indeed exposure to various m@&kofs of diseases.
Adjusted rates are standardised summary figures d@fined population
by which statistical procedures are carried outetmove the effect of
differences in composition of various populatiorteus permitting

unbiased comparison. In demography, adjustmentged are carried out
to control or neutralise the influence of socio-@égmaphic, socio-

economic, and other exposure or susceptibilityaldes that are known
to be strongly associated with the risk of diseasesther health status
outcome. Because such rates are fictional, tHesolate magnitude
depends on standard population chosen. Measutles woiter-population

comparisons are usually the standardised mortalitgorbidity ratios.

 Example

Crude death rate may be affected by each of tHewwlg aspects of
population composition such as age, urban/ruradeese, different
occupational composition, different income compositsex, and marital
status. Quite often we compare morbidity and mibytaixperiences of
different populations, or of the same populatiodifi¢rent points in time.
So, crude rates can be used to measure improvememslth services,
Effect of some exposures, nuclear plant in the camity, toxic waste
dump, Now, which rates should we use? Crude R8fa=sific rates?

Standardised or Adjusted Rates (for total poputati©OR Specific rates
for specific populations (e.g. IMR, uSMR).
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Why?

. Comparisons of crude rates between populations beayery
misleading if the distribution of key variablestime populations
being compared are different.

(Consider population pyramids of countries).

. Comparison of age-specific rates is appropriate @seful, but
quite often there may be a large number of spegifaups and
such comparison becomes cumbersome.

Population Pyramid: Norway

Horway: 1991
MALE FEMALE
I 55+ I
[ Go-54 1
[ G- 1
[ 0-74 1
[ 65-59 1
[ B0-54 I
[ a5-59 I
[ S0-5d ]
[ 45-49 1
[ 40-44 ]
[ 535-39 |
I S0-54 1
[ 2929 1
[ 0-2d 1
[ 15-19 I
L 10-149 |
[ a-g9 I
|I T T o-4 T T 1 T
200 150 100 S 0 0 G 100 150 200
Population ¢in thousands?
Source: U.5. Census Bureau, International Data Base.

Graphical Classification of Population Pyramid (Nomway). An
Introduction to Applied Epidemiology and Biostatistics, Second Edition. Center for
Disease Control, USA (1992).

Population Pyramid: Nigeria

Nigeria: 1991
MALE FEMALE

[ 0-4 I
16 14 12 10 8 & 4 2 0 0 2 4 & 8 10 12 14 16
Population (in millions)

Source: U.S. Census Bureau. International Data Base.

Figure 1.5
Graphical Classification of Population Pyramid (Nigeria). An
Introduction to Applied Epidemiology and Biostatistics, Second Edition. Center for
Disease Control, USA (1992).
. Frequently adjustment or standardisation is madade and sex
*  Age adjustment seems to be most commonly undertaken

e Age as a confounder in mortality

Age can be a confounder because age is known dsduoeiated with
PLACE (i.e. age distribution of places does vaigieo people in one
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population than the other. Age is also a knowk fastor for mortality.
Older people are more likely to die than youngepbe.

PLACE
(Country) Mortay
(A) / (8)
C
o lllustration (AGE)
Two areas A & B have the following mortality
data
(A) (B)
Age group Pop Deaths Pop Deaths
0-44 1000 25 4000 120
>45 4000 160 1000 45
Total 5000 185 5000 165
cdr/1000 _185 x 1000 165 x
5000 1000
5000
= 37 = 33
o Question: Which area has the higher mortality expee?
o Apparently, Area A, going by the crude death r&teis it?
If we look again but now at the ASDR irach age group
A) (B)
Age Pop | Deaths| ASDR| Pop Deaths ASDR
group
0-44 1000 25 25 4000 120 30
>45 4000 | 160 40 1000 45 45
Total 5000 185 (37) | 5000 165 (33)
ASDR = 37 ASDR = 33

Mortality experience in each age group is loweAithan in B!!
In order to remove the effect of confoundersuin comparison,
we undertake standardisation.

Principle of Standardisation

Involves the choice of a standard or reference [atipm the
characteristics of this reference population isssitdted for each of the
two populations being compared:
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Thus assigning to them an identical distribution tfee variable being
standardised.

e  Selection of a Standard/Reference Population

Standardised rates (indices) are usually influeniogdthe particular
standard used. Distortions can therefore occireifstandard population
is quite unlike the observed population. For tesson, standardised rates
are fictitious in that they do not refer to anylngapulation. As a general
rule select as a standard an age distribution ithatmilar to the age
distribution of the various populations being comgola

. If the two populations are of the same size takeatherage of the
two populations.

. If the sizes are different, then take the averafyéhe relative
distribution.

. Methods of Standardisation

There are two methods of standardisation:

. Direct
. Indirect

3.2 DIRECT STANDARDISATION
The age structure of the standard population ecged.

- The ASDR of each of the observed populaticapiglied to the
standard age structure to yield expected deattieistandard
population,

- The crude death rate in the standard populaidhe ASDR of
each of the observed population can thus be caézlla
The calculated crude death rate in the standgrdlgtion is now
called the Standardised Death Rate, SDR.

e Direct Age Adjustment

Specific rates in the populations of interest gmeliad to a standard
population

* Information on age distribution of populations ofarest

* Information on age distribution of events in thg@plations of
interest

* Information on age distribution of the standard ydapon
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. Procedure for the Direct Method
Applying the asdr of population A to the Std popigla, obtain
SDRa
. Also applying the asdr of population B to the Stghplation,
obtain SDR
. SDRa and SDR can now be easily compared.
. Direct Method of standardisation
Population A Population B
AE- RUE-
specific specific
No. of No.of  |Death Death
Age Group [Persons | Deaths  |Rate/000 No.of Persons  |No. of Deaths |Rate/L000
<5 15000 3 2 20000 40 2
1544 000 120 6 25000 B0 10
45+ 15000 300 20 5000 100 20
Total 50,000 450 50000 390
CMR =450/50000 = 9 per 1000 3905000078 per 1000
(A) (B)
Age No. of | ASDR/1000 | Expected ASDR | Expected
group | Persons| (Pop A) Death (B) Death
(A) (B)
<15 35000 2 70 2 70
15-44 | 45000 6 270 10 450
>45 20000 20 400 20 400
Total | 100,000 740 165 920
SDRx = 740/100,000 SDRs = 920/100,000
= 7.4 per 1000 = 9.2 per 1000
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. Why does Pop B now have higher standardised rate?
ASDR (A) EXPECTED ASDR (B) |EXPECTED
2 70 2 70
6 270 10 450
20 400 20 400
o Points to note
. If specific rates in populations of interest amaitar, the adjusted
rates will remain similar.
o Populations with higher specific rates eventualbvén higher
standardised rates.
o The use of different standard populations doesahainge the
direction of the difference between the populatiohsterest.
Population A . Population B s
No. of |specific specific
Death |Death No. of Death
Age Gro|No. of Persq s Rate/1000 No. of PersdDeaths Rate/100
15-19 1600 43 27 1000 5 5
20-24 3000 6 2 1500 3 2
25-29 6000 18 3 2500 90 36
30-39 800 10 13 5000 15 3
40+ 800 24 30 10000 10 1
Total 12,200 101 20,000 123
CMR = Total Deaths * CMR = Total Deaths
1000 * 1000
Total Population Total Population
101/12,200= 8.3 per 1000 CMR=123/20,000= 6.15
Expected Expected
Age Group [No. of Persons [ASDR (A) Deaths (A) No. of Persons [ASDR (B) Deaths (B)
1519 5000 27 135 5000 5 25
20-24 14000 2 28 14000 2 28
25-29 25000 3 75 25000 36 900
30-39 4000 13 52 4000 3 12
40+ 2000 30 60 2000 1 2
Total 50000 350 50000 967
SDR (A) = 350/50,000= 7.0 per 1000 SDR (B) = 967/50,000= 9.7 per 1000
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3.3 Indirect Standarisation
I. A standard set of ASDR is selected. The crude ded¢hof this
standard population must also be known.
il. The actual total deaths in each area must beadaibs well as
the age distribution of the area.
iii. The method boils down to adjusting the crude deatth of the
Standard population by a factor.
iv. The factor is the ratio of the recorded numbetedths to the
expected number of deaths.
o The Indirect procedure is as follows:
I. Multiplication of the appropriate population by thet of
standard rates gives the expected number of events.
il. Summation of these over all age groups gives tta¢ ¢éxpected
number of events
iii. Dividing the total observed no. by the expectedai@vents
gives the Standardised Mortality Ratio SMBr population 1,
ditto SMR: for population 2
iv.  The ratio multiplied by the CDR of the Std popuwdatigives the
SDR: - the Standardised Death Rate.
Besides,
. Age distribution of Standard Population
. Age distribution of events in the Standard Popaieti
. Age distribution of the population of interest
*Not necessary in direct adjustment
Example
Expected Deaths
Age Std Rate | Popl | Pop2 Pop 1 Pop 2
group Per 1000 | (‘000) | (‘000)
(1) (2) (3) (4) 5 2x3 6= 2x4
0-4 7.5 560 440 4200 3300
5-24 2.25 1800 1620 4050 3645
25-44 3.15 1820 1800 5733 567(
45-64 17.50 1440 1560 25200 2730
>65 117.50 620 700 72850 8225
cdr = 18.55
Actual Deaths 116360 11317 11203 1221
Total Deaths
SMR= Actual 116360 | 113170
Expected 112033 | 122165
=1.038 | 0.926
SDR; =1.038 x 18.55 =19.3 SDR: 0.926 x 18.55 = 17.2

230

65



PHS803

MODULE 6

Standard Population Pop. (A)
Age No. of No. of No. of
Group Persons |Deaths ASDR Persons Deaths ED(A)
<15 13000 3 27 400 1.08
15-44 8000 100 13 500 6.25
45+ 2000 150 75 600 45
Total 23,000 285 1500 195 52.33
CMR=285/23,000 CDR=195/1500
=12.4 per 1000 =130 per 1000
SMR=0/E =195 /52.33
=3.7
3.31 Interpretation of Standardised Mortalty Ratio
When SMR is:
. 1: The risk of death in the population of interieshe same as
that of the standard population.
. >1: The risk of death in the population of interssgreater
than that of the standard population.
. < 1: The risk of death in the population of intériedower
than that of the standard population.
4.0 CONCLUSION

One of the uses of crude rates is comparison ofetieds of an event in
two or more populations. However, such comparisares hampered
because the true difference two crude rates mayoliscured by
population composition due to the factors on badeshich data was
classified. Therefore, to compare the levels okaent in two or more
populations undistributed by compositional factbe contribution to the
crude rates due to compositional factor need toebminated or
controlled. This is achieved by a procedure cadeshdardisation.

5.0 SUMMARY

Crude rates should not be used as a basis for cmopaespecially in

situations where the populations have differentsgecture (or any other
variable related to the risk of the outcome ofriest). Standardisation is
a procedure for controlling the effect(s) of composal factors on crude
rates. The factors often controlled for in demograpnalysis include
age, sex, race, place of residence, level of esucavealth quintile etc.
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6.0 TUTOR MARKED ASSIGNMENT ((TMA)

1. (a) Compare and contrast direct and indiresthods of
standardisation of rates
(b)  The table below shows population numbersdeaths by
age and sex in a segment of a population

Age group Population (000) Number of deaths
Males Females Males Females
14 1422 1380 1637 1325
5-14 3062 2968 1390 920
1524 2430 2318 2816 1437
25-44 4101 4023 9690 5942
45-64 2755 2753 36581 18535

From this segment of the population:

Calculate

I The crude death rates for males, females and thk to
population

. The age-specific death rates for males, femalestrantotal

population
iii. an index of excess male mortality for each agemro
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